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How Sustainable Is Private Equity? Unlocking the Impact of Private Equity on
Asset-Level Sustainability: An Empirical Investigation

Paul Sunzenauer

Technical University of Munich

Abstract

The debate over the broader impact of the private equity industry has been a contentious topic in the academic literature.
While recently, private equity investors have endorsed sustainability in their investment strategies, little is known whether
the industry promotes sustainable transformation. This research uses data from the U.S. Environmental Protection Agency
on the emission and handling of toxic chemicals in U.S. factories from 1991 to 2021 as a proxy for facility sustainability.
The study reveals that, compared to the overall peer group facilities involved in a private equity takeover reduce pollution
by 1.55 %-points less and reduce production waste by 1.1 %-points more in the two years after takeover. Further analysis
indicates, that with a higher environmental hazard of the underlying chemicals, both the increase in pollution and the decrease
in production waste become more pronounced. The study reveals that private equity ownership does not result in enhanced
ecological sustainability. Further, the concurrence of the found trends with generally rising costs of both pollution control
and raw materials of higher hazards suggest that the private equity business model is only effective in achieving sustainability
goals if those are well aligned with financial objectives.

Keywords: impact of private equity; private equity; SRI; sustainability; sustainable finance

1. Introduction

The following chapter first gives an overview of the topic
and the motivation for its selection is provided. Then, the
significance of the topic to the scientific community is high-
lighted and a clear objective for the thesis is formulated.
Lastly, a brief outline of the thesis is presented, laying out
the structure of the upcoming chapters.

In the course of this publication, I would like to thank Prof. Dr. Reiner
Braun and the Chair of Entrepreneurial Finance of the Technical Univer-
sity Munich for granting me the opportunity to undertake my master’s
thesis under such an esteemed guidance. Special thanks go to my supervi-
sor, Lukas Hysky, whose insights and expertise greatly enriched my work.
His valuable input, creative concepts, and the flexibility he granted me in
pursuing my own ideas were essential to the research process. Lastly, I
am indebted to all friends and family members who have supported and
believed in my vision, ensuring that this journey was not just challenging
but also rewarding.

1.1. Background and motivation
At the forefront of modern finance, Modern Portfolio The-

ory1 has evolved from a purely financial optimization frame-
work to a comprehensive approach that integrates consider-
ing environmental, social and governance (ESG) factors into
investment decisions, recognizing the importance of invest-
ing for both financial and non-financial outcomes. Sustain-
ability goals such as the United Nations Sustainable Devel-
opment Goals (SDGs) have created significant public and po-
litical pressure on the financial industry to steer investment
flows towards projects that promote a sustainable future.2

The ensuant behavior spurred the development of Socially

1 For the evolution of Modern Portfolio Theory see Elton and Gruber (1997,
pp. 1750–1758).

2 See United Nations (2023); A comprehensive synopsis of the Sustainable
Development Goals (SDGs), which commonly serve as the basis for many
investors’ ESG strategies, can be found on the official United Nations web-
site.

DOI: https://doi.org/10.5282/jums/v9i1pp1100-1122
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Responsible Investment (SRI), an investment methodology
that assimilates social, environmental and governance con-
siderations to the process of making investment decisions.3

As for the public capital market, economic uncertainty and
financial crises are leading individual and institutional in-
vestors to express a preference for companies with better ESG
ratings.4 Not least, ESG has also permeated the private mar-
kets, and private equity (PE) market participants have begun
to incorporate ESG concerns into their investment strategies
and are playing an increasingly significant role in the socially
responsible investing space.5 The private equity industry has
a unique opportunity to foster transformation of portfolio
companies yet an unambiguous perception whether it has
capitalized on this potential remains elusive.6 A frequent
challenge for research on this topic is the dearth of available
data from private companies immanent due to their private
status. Additionally, readily available data on ESG perfor-
mance is often not useful for academic research. For exam-
ple, ESG ratings have been identified as highly biased metrics
that do not provide a true picture of a company’s true impact
on its environing economy.7 The general data scarcity prob-
lem results in academic research often limiting the research
to special cases, such as public to private deals or reverse
buyouts where the data situation is more affluent. However,
it has been demonstrated that such narrow analyses faintly
generalize to the entire population of PE deals.8

Recently, academia has taken an interest in publicly avail-
able pollution data from the United States Environmental
Protection Agency (EPA) to examine the impact of private eq-
uity ownership on environmental pollution. Emanating evi-
dence provides mixed results regarding the impact of private
equity ownership on pollution. Most notably, Abraham et al.
(2022) find that average pollution is generally reduced after
private equity takeover but is already lower before takeover
when the PE investor advocates ESG on its website.9 Find-
ings from Bellon (2020) infer that a positive effect on envi-
ronmental impact is the case only in the presence of signifi-
cant liability risks.10 On the other hand, Shive and Forster
(2020) found that private equity is associated with no ef-
fect on greenhouse gas releases when controlling for indus-
try, time and location of the portfolio firms, respectively.11 In
light of this uncertainty, this thesis is motivated by the criti-
cal value a thorough understanding of the broader economic
implications of the private equity business model has. The
findings are critical for both the scientific community and pol-
icymakers, as well as for targeting in environmental decision-
making and the efforts of environmentalists.

To build on the existing findings and to clarify uncertain-

3 See Renneboog et al. (2008, p. 1724).
4 See Bauer et al. (2021, p. 3977).
5 See Zaccone and Pedrini (2020, p. 5727).
6 See Crifo and Forget (2013, pp. 22–23).
7 See Berg et al. (2022, p. 1316).
8 See Cohn et al. (2014, pp. 469–490).
9 See Abraham et al. (2022, p. 29).
10 See Bellon (2020, pp. 28–29).
11 See Shive and Forster (2020, p. 1315).

ties within this empirical domain, this study examines the
impact of private equity acquisitions on the sustainability of
target firms at the asset level. Subsequently, the motivated
research question that this thesis aims to address is: Does PE-
takeover lead to an improved level of environmental pollution
management in target companies at the facility-level?

1.2. Relevance of the research within this work
This thesis contributes to the existing body of literature

by exploring a relatively new area of environmental impact
assessment, that uses raw granular data about industrial pro-
cesses of facilities and chemical properties of pollutants to
link private equity ownership and environmental outcomes.
To operationalize the ESG performance of PE-backed assets,
a metric using changes in the amount of toxic chemicals as
a proxy for asset-level environmental sustainability is drawn
from the data of the Toxics Release Inventory (TRI) of the
EPA. Prior studies utilizing the TRI have mainly considered
pollution quantities without exploiting the granularity of the
TRI’s environmental impact measurements as it has been
done for other areas of economic research.12 By proceeding
with the toxicological data of the chemicals associated with
these pollutions the environmental ramifications of a pollu-
tion can be derived. The toxicological study of the nature
and quantity of pollution emanating from a PE-backed asset
thus allows an unequivocal indication of its environmental
impact, yet has not been involved in the research of the
impact of private equity.

Conclusively, this unveils a clear gap in the current re-
search on the matter of asset-level sustainability within the
private equity asset class that this thesis tries to fill from a
toxicological point of view.

1.3. Outline of the thesis
The remainder of this thesis is organized as follows:

Chapter 2 presents a review of recent literature on ESG and
its adoption in the private equity industry. This is followed
by a summary of current research that links the business
of private equity to the environmental impacts of portfolio
companies. The chapter concludes with the development
of hypotheses upon which the research in this thesis is pre-
sumed. The third section describes the data sources for the
research and the methods used. The fourth section examines
the results of the empirical analysis, while the fifth section
provides a detailed discussion of the results and the limi-
tations of the study. In addition, this last section provides
recommendations for further research on the topic.

For this study, it is important to discriminate between the
terms ESG and CSR, as they are not used interchangeably.
Specifically, ESG pertains to environmental, social and gov-
ernance issues, which encompass a broad range of social and
economic topics. In contrast, CSR specifically refers to a com-
pany’s actions with respect to ESG issues, which are usually

12 See for example Mastromonaco (2015, pp. 54–55) or Bradley C.
Karkkainen (2019, p. 116).
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(but not necessarily) hardly quantifiable in financial terms.13

In essence, the degree to which a company considers ESG is-
sues in its strategic decision-making process can determine its
level of CSR. Likewise, an investor’s approach to integrating
environmental, social and governance considerations into his
investment framework defines his strategy as socially respon-
sible investment (SRI).14

2. Literature review

A growing body of literature comprises the adoption of
ESG in finance and private equity. The following sections pro-
vide an overview of the topics underlying this research and
introduce the context of the subsequent empirical analysis.
First, a discussion on the comprehension of ESG in Finance
and private equity is given. Then, recent literature on the
broader consequence of PE on the economy is reviewed and
lastly the hypotheses are elaborated.

2.1. Risk, value and business opportunity: ESG in finance
Environmental, social and governance, short ESG, fac-

tors have gained unprecedented importance in today’s busi-
ness landscape and are more salient than ever in investors’
decision-making. Within this connotation, the environmen-
tal (E) pillar is concerned with mitigating climate change,
reducing pollution, and preserving the natural world.15 The
social (S) pillar refers to social equality, human rights pro-
tection, and advocating for consumer rights16 and the gover-
nance (G) pillar addresses corporate governance, tax issues,
employee rights, and the promotion of fair compensation. Al-
though non-financial in the nature of its objective, ESG may
have direct financial implications. For example, regarding
the governance component, empirical evidence suggests that
employee representation on supervisory boards has a posi-
tive impact on firm efficiency and market valuation.17 The
bundle of ESG criteria incorporated as non-financial objec-
tives into strategic considerations determines the aim of the
corporate social responsibility, short CSR of a company. Con-
clusively, actively allocating capital towards firms with high
CSR qualifies an investment as socially responsible invest-
ment, short SRI, which prioritizes social and environmental
outcomes alongside financial returns.

In practice, ESG comprises factors that pose potential
risks present within an economy (e.g., the risk of rising sea
levels due to climate change), where the risks are innately
distributed unevenly across market agents in the economy
(e.g., a company located on the coast is at much risk due
to rising sea levels). Yet the materialization of these risks
must be assumed to be transmittable upon economic interac-
tion of the market agents (e.g., the coastal company may be

13 See Gillan et al. (2021, p. 101889) for a detailed elaboration of the ter-
minology.

14 See Renneboog et al. (2008, p. 1724).
15 See Goodland (1995, pp. 2–8).
16 See Littig and Griessler (2005, p. 65).
17 See Fauver and Fuerst (2006, p. 677).

a supplier to companies located inland), to an unknown de-
gree (e.g., the coastal company supplies a special good which
might not be easily substituted). In this notion, a firm max-
imizing its own shareholder value, can decide, whether to
consider only business risks that directly jeopardize the com-
pany’s business model or also to reduce uncertain risks as-
sociated with the company’s operations. Following the dis-
tinction of Knight (1921), ESG at the market agent level thus
reflects a confrontation with risks (i.e., the direct ESG risks)
and uncertainties (i.e., the uncertain ESG-risks).18 A CSR
strategy, as a risk management strategy that embodies stew-
ardship in addressing both risks and uncertainties, aims to
implement operational measures that not only address im-
mediate risk factors for the company, but also mitigate risk
factors for other stakeholders. Due to the antiegalitarian
distribution of direct ESG risks, a firm executing a such a
strategy will generate non-financial utility that benefit the
other stakeholders in managing their direct risks. By imple-
menting CSR strategies, organizations can proactively man-
age their resilience not only to known risks, but also to un-
known uncertainties whose occurrence, timing, and impact
are unclear but known to exist.19 As such, ESG considera-
tions can be regarded as an economic solution to internalize
the risks of other stakeholders in order to maximize long-
term shareholder value. Thus, the implementation of CSR
can be viewed as a Coasian solution to problems associated
with social costs, that relies on the principle of internalizing
externalities.20 This is critical in developing an effective CSR
strategy for companies, as the costs determine the extent to
which the strategy can be implemented.

Likewise for an investor, developing an SRI strategy trans-
lates to the question of whether to base investment decisions
solely on the idiosyncratic risk-return characteristics of po-
tential investments or to tolerate suboptimal financial perfor-
mance in order to align with his philosophy of impact related
to social responsibility.21 This requires determining his own
willingness-to-pay for the implementation of sustainability in
the portfolio; if non-financial utility is to be derived from in-
vesting in socially responsible companies, then inferior finan-
cial performance to non-SRI investments will be accepted.
In cases of refractory underperformance, such investors may
consider whether adhering to Friedman, who argued that so-
cially responsible investing is less efficient than investing in
better performing conventional funds and using some of the
returns to support personal beliefs through charitable giving,
represents a more efficient way to achieve positive social im-
pact.22 This trade-off is especially pertinent in the light of
numerous examples where SRI funds underperform ethical

18 See Jochen Runde (1998, pp. 539–546); For the original discussion on
the meaning of risk and uncertainty see Knight (1921).

19 See Galbreath (2009, pp. 120–122) for an investigation of strategical ob-
jectives of CSR strategies.

20 See Heal (2005, pp. 387–409) for the application of the Coase theorem
on CSR in finance.

21 See Renneboog et al. (2008, p. 1723).
22 See Friedman (2007, pp. 173–178); The so called Friedman Doctrine is a

common objection to the recent trend of CSR. The approach has created
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agnostic funds on a risk adjusted basis but at the same time
attract greater capital inflows than traditional funds, result-
ing in increased profits for the fund manager.23 Here, limited
partners of an investment model also face increased agency
costs, since the naturally highly heterogeneous objectives of
SRI destabilize a fund managers’ obligation to pursue high
risk adjusted returns.24 Hence, for an investor embracing
SRI, substantial information about the CSR of a company is
essential to mitigate information asymmetry and assess the
SRI potential. This is especially crucial, since the quality of
CSR is not easily observable and investors can be taken for
a ride by managers who endorse responsible investment to
pander to investor preferences. The relevance of proper in-
formation about sustainability aspects of investees has led to
the development of various frameworks aimed at promoting
sustainable finance. Alongside the United Nations’ Sustain-
able Development Goals, the European Union’s Sustainable
Finance Disclosure Regulation (SFDR) is a prominent exam-
ple of such a framework, designed to increase transparency
and standardization of ESG reporting requirements for finan-
cial market participants.25 Similarly, initiatives such as the
UN Principles for Responsible Investment (PRI) are driving
the creation of new guidelines and values for sustainable in-
vesting globally.26

The increasing market demand for ESG data is frequently
supplied with ESG ratings, which aim at providing invest-
ment professionals with ESG data and typically focus on rel-
ative performance, providing a broad view of the market with
comparisons across industries, peers, and companies. Yet
Berg et al. (2022) find a questionable correlation between
rating methodologies from different ESG-data vendors that
was as low as 0.38. According to their research, ratings di-
verge due to three aspects: scope divergence, which can be
seen as a selection bias in the type of data used for the rating;
measurement divergence, where indicators are measured dif-
ferently (i.e., a subjective application of different scientific
methodologies); and finally weight divergences, where em-
phasis is placed on different issues to assess CSR (i.e. the
preferential selection of certain ESG factors over others).27

Overall, this emphasizes the importance of granular, objec-
tive data, obtained through reliable methods when assessing
a company’s interaction with the environment and society.

To summarize, the internalization of social costs asso-
ciated with externalities related to ESG factors as well as
investors’ willingness-to-pay for non-financial utility effec-
tively implement sustainability in economy. However, both
fail when stakeholders have diverging perceptions of what

an increasing market for charitable giving, where companies offset the
environmental damage of their operations by donating a part of their
profits, for example with voluntary carbon offset certificates. This is not
to be confused with the market for externalities due to Pigouvian taxes
such as pollution permits.

23 See Liang et al. (2022, pp. 1585–1590)
24 See Renneboog et al. (2008, pp. 1724–1725).
25 See EUROSIF (2019).
26 See UN PRI (2019).
27 See Berg et al. (2022, pp. 1316–1317).

constitutes ESG. This underscores the imperative of a collec-
tive theory of impact, in which all stakeholders in an economy
are committed to conjointly pursuing non-financial goals.28

2.2. The role of ESG in the private equity industry
With the surge of SRI as investment theme in the last

decade, limited partners of private equity firms adopted sig-
nificant non-financial objectives, that the private equity gen-
eral partner must deliver with its investment case. As a result,
general partners are under increasing pressure from limited
partners to allocate funds to projects that meet environmen-
tal, social and governance (ESG) objectives.29 An increasing
number of private equity firms have thus expanded their cor-
porate missions to engaging all key stakeholders as response
to the heightened focus on topics such as climate change, so-
cial issues or technology disruption. During the latest renais-
sance of private equity, proficient management of ESG risks
and the pursuit of ESG as a value opportunity have emerged
as a singular investment theme utilized by GPs to uncover
novel value drivers.30

According to Crifo and Forget (2013), SRI renders two
main approaches for private equity firms.31 First, similar to
impact investing strategies in the public capital market, pri-
vate equity investors can use ESG criteria as a risk screen-
ing tool, either negatively to exclude companies, particularly
in certain industry sectors for ethical or moral reasons, or
positively, to actively seek out specific investment opportuni-
ties that align with their ESG principles. Indeed, many pri-
vate equity investors have been using environmental, social,
and governance metrics primarily as a risk management tool,
with ESG issues integrated mostly as incumbent risk factors
– in a 2020 survey, only 40 % of private equity managers
consider ESG as a value opportunity.32 The second approach
private equity investors take to SRI according to Crifo and
Forget (2013) is an engagement approach. Other than atom-
istic public financial market participants, PE has the potential
to actively promote objectives such as CSR in a portfolio com-
pany. By virtue of their controlling stake in the company, PE
investors can disrupt managerial entrenchment and thereby
mitigate the tendency to maximize short-term value at the
expense of long-term value.33 As elaborated in the previ-
ous chapter, long-term financial value demands preparing for
ESG-factors. Thus, PE firms will entail ESG considerations
because the private equity business model itself fosters CSR
as a side product by linking incentives to the long-term prof-
itability (i.e., considering ESG-risks and uncertainties) of the
firm.34 In that sense, the shareholder centric rationale of pri-
vate equity aligns SRI in the pursuit of the maximization of a

28 This highlights the importance of well-defined sustainability objectives
to work in an economy, such as the science-based targets, COP15 or the
Paris Climate Agreement.

29 See Bian et al. (2022, pp. 3–5).
30 See Indahl and Jacobsen (2019, pp. 34–36).
31 See Crifo and Forget (2013, pp. 22–23).
32 See Zaccone and Pedrini (2020, p. 5730).
33 See Shleifer and Vishny (1986, pp. 463–472).
34 See Sørensen and Yasuda (2022, pp. 16–17).



P. Sunzenauer / Junior Management Science 9(1) (2024) 1100-11221104

single objective where the internalization of social costs can
be assumed to be compensated by the reduction of agency
costs manifested in efficiency gains. It is interesting to con-
tend that, along these lines, stricter ESG regulations, which
append higher external costs to social and environmental fac-
tors, can be expected to act as Pigouvian taxes that further
tighten the alignment of SRI goals with the financial objective
of the private equity management model.

The adoption of ESG as value creation opportunity re-
quires the general partners to evaluate an additional set
of non-financial data to measure their progress toward SRI
goals. This necessitates a shift in the governance model pri-
vate equity firms apply to their portfolio companies, from
traditional financial metrics towards soft information about
CSR. The existing ambiguity in ESG data as well as the lack
of clear standards can be a significant barrier to pursuing SRI
strategies.35 Essentially, the issue centers on the measure-
ment of the externalities produced by portfolio companies
and the allocation of those externalities at the fund level.

2.3. The impact of private equity
A private equity firm is typically structured as a partner-

ship in which general partners, on behalf of limited partners,
control and actively monitor the board of directors of their
portfolio companies. With that, the private equity firm acts
as an intermediary between a large, mostly institutional
investor base and the private market, thereby occupying
a pivotal role in the financing of unlisted, mostly small to
medium-sized companies.36 These companies require sig-
nificant capital investment to implement ESG considerations
operationally, and their inherent risks and information asym-
metries make traditional credit funding difficult to obtain.37

Even in the presence of legal and regulatory frameworks
that mandates a firm to internalize a considerable portion of
the social costs linked to ESG factors, the expenses associ-
ated with environmental protection and social responsibility
can elicit insurmountable illiquidity barriers for private com-
panies. Private equity-backed firms are less constrained
financially, in principle enabling them to invest more freely
in abatement technologies. Consequently, it is argued that
such firms exhibit stronger incentives than other privately
held firms to reduce pollution levels when facing increased
ESG risks. As such, the PE business models is considered
as crucial to facilitating the transition to a more sustainable
economy.

However, the empirical evidence whether private equity
generates non-financial for the broader economy is inconclu-
sive, as prior research has yielded conflicting findings. While
at the time of the first private equity boom, Shleifer and
Summers (1988) argued that buyouts create shareholder
value at the expense of other stakeholders of the firm,38 this

35 See Eccles et al. (2017, pp. 128–132).
36 See Kaplan and Strömberg (2009, pp. 122–124).
37 See Kim and Xu (2022, pp. 576–578).
38 See Shleifer and Summers (1988, pp. 33–68).

cannot be directly inferred from current research. However,
one conjecture from the extant literature is that for the im-
pact on employer welfare pre-deal ownership status plays
a crucial role. Workers in private-to-private targets face in-
creased employment due to transferable skillset growth in
addition to a better wage growth in the long run,39 whereas
in public-to-private targets, workers performing automatable
tasks face a higher risk of unemployment,40 with older male
workers being significantly worse off than their younger
counterparts.41 Also, research has provided evidence of pri-
vate equity takeovers leading to a reduction of work hazards
for employees, thus contributing to improving the gover-
nance pillar of ESG by increasing workplace safety.42 Lastly,
for the government, the immanent debt structure of lever-
aged buyouts in private equity transactions creates negative
spillover effects due to interest tax shields,43 although evi-
dence suggests that targets typically already have high levels
of leverage at the time of a buyout, and increases in debt
associated with the buyout only tend to be marginally rele-
vant.44

In addition, the impact of private equity on the ESG per-
formance of a portfolio company has been shown to be condi-
tional on the industry of the portfolio company and the regu-
latory regimes under which the business operates. Examples
for the positive asset-level effects of private equity takeover
can be found in the food industry for example, where private
equity buyouts have been shown to improve the quality of
customer service and experience. Restaurants are reported
to be better maintained after private equity takeover, espe-
cially when the private equity GPs have prior industry expe-
rience.45 On the contrary, private equity ownership has been
shown to be detrimental to consumers in sectors where inten-
sive government subsidy and economic moats of incumbents
can lead to financial incentives being misaligned with the so-
cial utility of the business. This is evidenced in the health-
care industry where the impact of private equity ownership
results in negative consequences for other stakeholders, par-
ticularly in terms of social factors such as affordable, high-
quality health care.46 A recurring observation in the litera-
ture is that the impact of private equity on the wider economy
and the environment depends on the regulatory and market
framework in which private equity portfolio companies oper-
ate. Accordingly, in competitive industries where incentives
are aligned between stakeholders, private equity buyouts of
companies create value for both consumers of the company
and its shareholders. Conversely, in more concentrated in-
dustries and those reliant on government as a customer base,
private equity ownership often leads to the pursuit of profit
maximization at the expense of other stakeholders. This di-

39 See Agrawal and Tambe (2016, pp. 2455–2460).
40 See Olsson and Tåg (2017, pp. 697–702).
41 See Antoni et al. (2019, pp. 634–657).
42 See Cohn et al. (2021, p. 4835).
43 See Kaplan (1989, pp. 611–623).
44 See Cohn et al. (2022, p. 284).
45 See Bernstein and Sheen (2016, p. 2388).
46 See Atul Gupta et al. (2021, pp. 2–3).
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vergence in incentives between investors and consumers can
have long-term negative effects on the society, as evidenced
by the impact of PE ownership in higher education, where
private equity takeovers resulted in a decline of the qual-
ity of education while tuition fees increased.47 As such, it
is critical for policymakers to gain a deep understanding of
the inherent structures of the private equity model in order to
align the outcomes of the business model with desired soci-
etal and environmental objectives. Conversely, the presence
of misalignments in this investor model tends to be magni-
fied by the incentive power of the private equity management
model to maximize financial objectives.48

Generally, discerning the impact of PE firms on asset-level
operations is difficult, primarily due to the private status of
PE-backed companies, which exempts them from mandatory
disclosure of financial and non-financial information. In that
light, disclosure laws, which are designed to provide the pub-
lic with information that is not typically included in the nor-
mal exchange of goods and services are valuable sources of
unbiased information on private companies. These laws, in
the US often referred to as "right-to-know" laws, have been
deemed necessary in various sectors of the economy. As for
the scientific community, right-to-know laws are thus cru-
cial for conducting research. The Toxic Release Inventory
from the US Environmental Protection Agency provides such
a data source and is one of the most extensive longitudi-
nal data series on facility environmental performance in the
United States. EPA’s TRI data, with its comprehensive cover-
age and facility-level information dating back to 1988, offers
a valuable tool for examining the connection between eco-
nomic activities and their environmental impact. A detailed
elaboration of the scope and limitations of the TRI database
can be found in chapter 3.1 of this work.

2.4. Hypotheses development
As explained above, based on the shareholder theory, ESG

considerations are a valuable resource that private equity
managers are incentivized to exploit. The conjecture in this
thesis is that after a private equity takeover, regardless of the
type of deal, the private equity management will seek to iden-
tify and address inefficiencies that generate negative exter-
nalities in order to curtail the internalized social costs of the
asset. In the pollution data captured by the EPA, this should
manifest as a discernible decline in the amount of pollution
released commencing from the year of the deal.

The observable outcome as lower pollution has been re-
searched by Shive and Forster (2020), in the context of green-
house gas emissions of US facilities. They find that indepen-
dent private facilities have lower greenhouse gas emissions
than public firms and that this is possibly a result of concen-
trated ownership. In their research the private equity owner-
ship, in contrast to the private independent ownership, does

47 See Eaton et al. (2020, pp. 4032–4035).
48 See Sørensen and Yasuda (2022, p. 41).

not result in lower emissions.49 A more detailed view was
taken by Bellon (2020) in the context of the oil and gas in-
dustry, who finds that location-specific environmental liabil-
ity risk is a key driver of differences in the impact of PE own-
ership on pollution abatement at PE-owned facilities. The
absence of such risks results in private equity negatively in-
fluencing pollution at the target facility level (inferring that
private equity fails to internalize social costs and liability risks
and Pigouvian taxes are required to correct the market fail-
ure).50 An industry-agnostic view is taken by Abraham et al.
(2022), who use a staggered difference-in-differences design
to find that pollution reduction is less likely for portfolio com-
panies of private equity firms with high ESG disclosure than
it is for private equity firms with low or no ESG disclosure.
In their study, this is due to the fact that such PE firms select
already clean firms in the investment process.51

To further this research, the question arises as to whether
the reduction in pollution following the acquisition by a pri-
vate equity firm is a) generally an effect of private equity
takeover or only present in certain industries and b) signif-
icantly increased at PE owned facilities in an all-else-equal
scenario. The corresponding null hypothesis is, that the re-
duced pollution is a reflection of the baseline decline in pol-
lution among TRI facilities over time. Hence, based on the
internalization of social costs in a shareholder value theory
and in accordance with the previous literature findings, the
following statement is hypothesized:

Hypothesis 1a: Private equity takeover leads to a
decrease in pollution post deal year

As mentioned above, CSR can include the consideration
of both imminent ESG-related risks and uncertainties related
to ESG factors. This is particularly relevant for private eq-
uity investors who seek to maximize long-term value over
short-term gains. To mitigate such risks, private equity man-
agement aims to minimize the potential impact of known po-
tentialities for the occurrence of unknown social costs (i.e.,
"known unknowns"). Given that the amount of hazardous
substance handled at a facility is a significant source of envi-
ronmental pollution, a private equity acquisition should re-
sult in a reduction in the amount of hazardous waste gener-
ated by the facility. Thus, the following hypothesis is consti-
tuted:

Hypothesis 1b: Private equity takeover leads to a
decrease in production waste post deal year

Private equity firms can leverage their expertise and over-
come information asymmetries to gain a comprehensive un-
derstanding of the assets they acquire. With this knowledge,

49 See Shive and Forster (2020, pp. 1296–1330); Alternatively to the TRI
database, EPA’s Greenhouse Gas Reporting Program (GHGRP) has cap-
tured CO2-emission equivalents since 2010 and was used in their study.

50 See Bellon (2020, pp. 28–29).
51 See Abraham et al. (2022, p. 29).
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they can identify and mitigate risks and implement mea-
sures to address potentially costly issues. As a result, there
should be a discernible divergence between pollution associ-
ated with highly hazardous substances and those with min-
imal environmental or social impact. Along these lines, the
following hypothesis is constituted:

Hypothesis 2a: Private equity ownership results in
a greater reduction of highly dangerous pollution
compared to less dangerous pollution.

Similarly, the assessment of materialization risks related
to unknown social costs should result in a discernible differ-
ence in the amount of production-related waste generated by
highly hazardous versus less hazardous substances, resulting
in a reduced environmental hazard from the asset. Hence,
the following hypothesis is constituted:

Hypothesis 2b: Private equity ownership results in
a greater reduction of highly dangerous produc-
tion waste compared to less dangerous production
waste.

3. Methodology

The following section details the methodology used in
this thesis. First, the chapter highlights the data sources used
to compile the necessary data to construct the sample. Next,
the variables of interest and control variables used in the
analysis are outlined. Finally, this section elaborates on the
empirical models and examines the methods applied in the
analysis.

3.1. Data collection and sample reparation
A database of PE transaction data, facility-specific data,

and data on environmental pollution is needed to analyse
whether the acquisition of a facility’s parent company results
in a change in its environmental impact. This subsection first
explains the deal data source and the resources used to ob-
tain the environmental pollution data. Finally, the procedure
used to assemble the final data sample is presented.

3.1.1. Deal data source
The sample of private equity owned firms is drawn from

Preqin’s Private Equity Database. The Preqin Private Equity
Database contains information on PE firms, their funds, port-
folio companies linked to the funds and relevant fund per-
formance metrics such as deal date, financial performance
indicators, fundraising amounts and exits. Preqin’s data is
compiled by extracting information from regulatory filings,
press releases, the business press and website content.52 A
challenge encountered in utilizing the Preqin database is the
prevalence of inaccuracies in the company names of the tar-
get companies. This is because Preqin also captures informa-
tion on real asset deals or acquisitions of businesses units and

52 See Preqin (2023).

spin-offs or carve outs. In addition, the target company iden-
tifier provided by Preqin is not compatible with other data
platforms used for this research. To obtain accurate company
identifications, a manual matching process was performed
against the Orbis company database of Bureau van Dijk, a
comprehensive business data resource on public and private
companies.53 The Orbis BvD IDs were added as company
identifier to the Preqin data sample, which was necessary to
achieve a consistent match with the parent companies listed
by the EPA. The information used from Preqin and Orbis is as
of March 2022 and October 2022, respectively.

3.1.2. Facility-level sustainability data source – the TRI pro-
gram

To measure the asset-level sustainability of private eq-
uity transactions, this study utilizes the Toxic Release Inven-
tory from the Environmental Protection Agency of the United
States as data source for environmental pollution. The Toxic
Release Inventory is a database maintained by the EPA which
contains information on the use of certain toxic chemicals
by industrial facilities in the United States. Importantly, the
TRI also includes relevant facility information, such as loca-
tion, including exact address and industry sector, as well as
the name of the parent company. The database is open to
the public under www.epa.gov and can be downloaded or
accessed via an API. The jurisdictional basis for the TRI is
founded by the Emergency Planning and Community Right-
to-Know Act (EPCRA)54 enacted in 1986 as a response to a se-
vere incident at a chemical facility in West Virginia.55 Under
the Section 313 - EPCRA, all industrial facilities in the US are
required to report to the TRI when they meet the following
minimum criteria: (i) their operations include the handling,
manufacturing, processing or otherwise use of a listed chem-
ical in quantities greater than a threshold during a calendar
year (usually 25,000 pounds; 11.34 metric tons of an indi-
vidual substance), (ii) more than ten full-time workers are
employed and (iii) it is classified under a relevant industry
sector.56 At the time of this research, 770 individually listed
chemicals and 33 chemical categories were covered by the
TRI; the full list is available on the EPA website.57 The TRI
database includes information on the release of these chemi-
cals to the environment (such as through air emissions, water
discharges, and land releases), as well as the use, disposal,
and treatment of these chemicals. Figure 1 provides an il-

53 See Bureau van Dijk Electronic Publishing Ltd (2023).
54 See “Toxic Chemical Release Reporting: Community Right-To-Know -

PART 372” (1988).
55 See Franklin (1985); The incident occurred at the same type of chemical

plant and just eight months after the Bhopal disaster in India, where a
cloud of highly toxic methyl isocyanate gas leaked from a Union Carbide
chemical plant in Bhopal, India, on Dec. 4th. Thousands of local people
died in which is considered as one of the worst industrial disasters in
history.

56 See EPA (2023); For a full list of all covered industry sectors see appendix
B.

57 See EPA (2022a).
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lustration of the TRI’s tracking of toxic chemicals.58 For the
research in this thesis, information on two reported quanti-
ties of toxic chemicals is taken from the TRI database for each
facility:

a) The quantities of on-site releases and off-site releases
are combined to give the total releases of toxic chem-
icals associated with a facility’s operations which are
indicative of a facility’s direct environmental impact;

b) The production waste as the amount of toxic chemi-
cals in all non-product outputs generated by the facil-
ity which is indicative of the potential of the facility to
cause a hazard to the environment. Notably, the total
releases are part of the production waste.

Emissions of environmental pollution of a particular facil-
ity can be analyzed both as total annual amounts (in pounds)
of hazardous chemicals (using the pristine data from the TRI)
and as total annual toxic loads using the Risk Screening En-
vironmental Indicators (RSEI) program from the EPA. RSEI
processes TRI data to account for the toxicity of a chemical
release based on its environmental implications. This is es-
pecially relevant when comparing various chemical releases
with respect to their environmental hazards.59 In this thesis,
the full RSEI model itself is not used as it is only available for
a subset of a few large facilities in the TRI, but the following
information from the RSEI program about the total releases
and the production waste is obtained:

1) Carcionogen: This boolean variable indicates whether
the chemical associated with a reported quantity is con-
sidered as carcinogen by the EPA;60

2) Persistent Bioaccumulative Toxics (PBT): This boolean
variable indicates whether the chemical exhibits a low
or no biodegradability and accumulates in living organ-
isms, persistently in adipose tissues of long-living ani-
mals i.e., humans.61

This research in this thesis innovates and introduces a
modified variable based on these indicators to define the en-
vironmental hazard of a chemical. The environmental hazard
model (EHM) developed in this thesis is a primitive measure
to assess the severity of the pollution when a chemical is re-
leased to the environment. The environmental hazard levels
are used as pollution-specific control variables which allow
a more detailed assessment of the environmental impact of
a facility (i.e., a PE-owed asset) on an ordinary scale from 1
to 4. Figure 2 shows the interpretation of the environmental
hazard used for the research in this thesis.62

The TRI data used for this research included reporting
forms processed by the EPA as of October 19, 2022. The data

58 A detailed explanation of the TRI data model can be viewed in appendix
C pp. 3–6.

59 See EPA (2022b).
60 See EPA (2022b).
61 See EPA (2022d).
62 See p. 7 in appendix C for a more detailed explanation of the EHM.

was retrieved on the facility-chemical-year level, meaning
that individual quantities for each specific chemical handled
at a facility in a reporting year were obtained. As the focus
of this study is the impact of private equity takeover on the
environmental impact of a facility, the observation of interest
is the change in the environmental impact of a facility ocur-
ring in the year of the acquisition. In this context, the relative
changes in the amounts of toxic chemicals present in produc-
tion waste and total releases, respectively are needed. To fa-
cilitate this, the total data sample was grouped by year, facil-
ity, and hazard level and aggregated by the hazard level. For
each facility-hazard-year observation, the difference dt for a
given reporting year t is obtained as shown in Formula 1 by
comparing the mean quantities (Y ) two years before (ante)
and two years after (post) the reporting year, relative to the
mean quantities from the two years preceding (ante) the re-
porting year. This difference is calculated as

dt =
Yt+1 + Yt+2 − Yt−1 − Yt−2

Yt−1 + Yt−2

if ∀ Yt+z; z = {−2,−1, 1,2} are non-missing
(1)

where Yt denotes the sum of all quantities of toxic chem-
icals with the same hazard class handled in the facility in
the reporting year, normalized to the facility’s productivity
level for the reporting year under consideration.63 Normal-
ization allowed controlling for variations in pollution levels
attributable to fluctuations in production output, which is
necessary to eliminate the effects of increases or decreases in
the facility’s productivity on the change in quantities handled
at the facility. The difference is calculated for the quantities
of total releases and for the quantities of production waste
individually, henceforth called Difference Total Releases and
Difference Production Waste, respectively. Each difference is
calculated only for those reporting years in a facility-hazard
group that exist within conjunction of five consecutive report-
ing years, encompassing two preceding and two subsequent
reporting years.

3.1.3. Data preparation and sample construction
The data was prepared in a staged approach, where

the deal data sample was first assembled from the Preqin
database and then merged with the TRI database to pro-
duce the final sample. The initial Preqin deal data sample
consisted of 48,232 private equity acquisitions for which
Preqin provides transaction information, involving 38,694
unique companies. Of these, 29,652 unique target com-
panies involved in 37,308 transactions were successfully
matched manually to their record in the Orbis database. All
records with missing information on the year of the transac-
tion were then removed, resulting in 36,082 deals involving
28,945 unique companies. The initial TRI contains data from
18,526 facilities belonging to 4,887 companies. This pristine
database was also matched against the Orbis database on

63 See p. 19 in appendix C for a schematic explanation how the normalized
difference was retrieved.
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Figure 1: TRI data scope. The figure shows a simplified version of the data notation of the TRI-data points that a facility has to report for
any section-313 EPCRA chemical. Numbers in brackets represent data field number in the TRI basic datafile and are used to annotate data

for a facility in this thesis too. Dashed errors denote releases to the environment, solid arrows denote transport processes. Sources for
pollution are (a) e.g., fugitive or stack air, or (b) e.g., dust or leaching to groundwater while storing, additionally (c) e.g., loss during

transportation. While not used in this research, TRI also captures utilization of substance for energy production (d). Also, for (a), (b) and
(c): loss of containment as one-time release is covered by the TRI under No. 117, though rarely reported in general. Source: authors own

illustration according to EPA (2022c).

Figure 2: Environmental Hazard Model. The figure shows the interpretation of the environmental hazard of pollution based on RSEI
indicators "Carcinogen" and "PBT".

the standardized parent company name64 using the Orbis
search engine, to generate registries with Orbis IDs. To ob-
tain the final sample for the analysis, the TRI sample was
then merged to the deal data sample on the Orbis ID which
resulted in 330 deals with 219 target companies. A total of
709 TRI-covered facilities were associated with these com-
panies. For all of the 219 TRI-covered target companies, the
matched Orbis record was verified manually to prevent false
matches of PE-backed companies.

From the final datasample, the following information is
obtained: the name of the facility, the verified Orbis ID of
the parent company, its location at the state level, its classifi-
cation in one of 23 industries, the name of the chemical, the
amount of production waste and total releases for each chem-

64 To enable consolidation of facility-level TRI data with the corresponding
parent company, EPA maintains consistent referencing of each company
by using the name EPA manually verified. This eliminates typos and vari-
ations in names that complicate data aggregation on the parent company
level. It also enabled automatic matching by the Orbis search engine with
high accuracy.

ical used at a facility in a reporting year, respectively, the pro-
ductivity ratio as the change in productivity from a previous
year to the reporting year, and additionally Boolean indica-
tors of whether the chemical is classified as a carcinogen or
a persistent bioaccumulative toxic, respectively, and whether
the facilities parent company was involved in a transaction
during the reporting year. Before assemling the final data
sample, all registries corresponding to less than 5 reporting
years of a facility as well as registries with missing productiv-
ity ratio and or missing quantity for production waste were
excluded. The composition of the final sample is summarized
in Table 1. The final sample contains data from 1991 to 2021,
which resulted in 357,366 facility-year observations in total
and thereof 1,054 facility-year observations for facilities as-
sociated with an acquired parent company. Since the quanti-
ties of toxic chemicals used by a facility in a reporting year are
recorded separately for each chemical, the final data sample
consisted of 1.45 million facility-chemical-year observations,
of which 3,970 observations belonged to facilities involved
in a PE transaction. The quantities for production waste and
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total releases, respectively, were then aggregated at the facil-
ity level by substituting the variables "carcinogen" and "PBT"
with the environmental hazard as a model variable. After
this, the final sample consisted of 609,916 total and thereof
1,746 deal-related facility-hazard-year observations.

3.2. Variables and empirical models
In this section first, the classification for the independent

variable is derived, which is followed by the definition of the
dependent variables. Lastly, control variables are established.
The chapter then elaborates the construction of the empirical
model of this thesis.

3.2.1. Independent variable
A dichotomous independent variable PE is constructed

which indicates treatment of an observation (involvement of
a facility in a private equity takeover) in a reporting year t.
Formula 2 gives the mathematical definition of the indepen-
dent variable. It is defined as

PE =
§

1, the reporting year is a deal year
0, otherwise (2)

This study assumes that the Preqin database contains all
US private equity deals between 1991 and 2021. All obser-
vations which exhibit the value PE = 0 constitute the group
of untreated observations (= the control group).

3.2.2. Dependent variable
In order to test the hypotheses that private equity takeover

leads to a reduction in environmental pollution through re-
duced total releases and to decreased quantities of toxic
chemicals in production waste, the dependent variables are
defined as follows:

a) For hypotheses 1a and 2a, the difference d is defined
according to Formula 1 for the amount of total releases,
distinguishing between hazard levels 1 to 4 for hypoth-
esis 2a.

b) For hypotheses 1b and 2b, the difference d is defined
according to Formula 1 for the amount of production
waste, distinguishing between hazard levels 1 to 4 for
hypothesis 2b.

Importantly, the quantity of toxic chemicals in a reporting
year itself is not part of the dependent variable. As shown in
Formula 1, the dependent variable considers the quantities of
toxic chemical before and after a reporting year, not in a re-
porting year. This exclusion is critical, as it allows the quan-
tity of toxic chemicals in production waste during year t to be
employed as a potential control variable without introducing
a logical fallacy into the analysis.

3.2.3. Control variables
Alongside the primary variables of interest, additional

control variables are incorporated into the analyses to ac-
count for potential confounding factors. Confounding factors
are related to facility-fixed effects and pollution-fixed effects.

Consequently, the control variables are categorized into the
facility-specific control variables and pollution-specific con-
trol variables. For the latter, the environmental hazard level
h is used. This categorical variable takes into account all ef-
fects arising from the potential harm of the chemical when
it is released into the environment. This can be exogenous
effects, such as tighter regulations for substances exhibiting
hazards of highest concern (carcinogenicity, mutagenicity, re-
productive toxicity) but also endogenous effects as the cost
of precautionary measures increases with higher toxicity of
the substances used.

The firm-specific control variables are the facility location
on the U.S. state level, the industry sector of the facility, the
deal year and the quantity of production waste in the report-
ing year.

a) The categorical variable facility location k with the 52
U.S. states as categories was included in the model be-
cause the sample exhibits significant heterogeneity in
geographical distribution and private equity investors
exhibit a selection bias for some states.65 The differ-
ences in geographical distribution are highly relevant
to the measurement of pollution levels, as state laws
regarding environmental protection vary greatly. Pre-
vious studies have shown that increased environmental
liability risk in a state positively correlates with a better
ESG-impact of private equity.66

b) The categorical variable industry sector i was included
in the model because technological implications due to
industry specific processes might potentially influence
pollution abatement capabilities in facilities. Addition-
ally, the treatment and control group differed signif-
icantly in their distribution of facilities across the in-
dustry sectors.67 For the purposes of this study, facili-
ties were categorized into 23 industries based on their
primary NAICS codes.68

c) The reporting year t presents an important control
variable related to several external effects on the pollu-
tion at a facility. External effects include the enactment
of environmental protection laws which can greatly
distort the treatment effect on pollution change, espe-
cially in the location-year combination. Also changes
in the TRI reporting requirements from one year to
another greatly influence reported quantities and im-
poses a significant imbalance on comparing assets’
inter-year absolute pollution levels.69

65 See p. 12 of appendix C for e graphical representation on the distribution
of the facilities and differences thereof between the PE = 0 and the PE =
1 sample.

66 See Bellon (2020, p. 2).
67 See appendix C, pp. 16-17 for all the industrial sectors by their North

American Industry Classification System (NAICS) codes present in the
sample and a graphical representation of the distribution among indus-
tries.

68 See United States Census Bureau (2022) for the classification of industry
sectors on NAICS codes.

69 See appendix C, pp. 8-11 for the effect of changes in the TRI reporting
framework on the reported quantities.
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Table 1: Composition of the final data sample. a: The term "in-deal" refers to the count of cases that are associated with parent companies
engaged in private equity transactions.

Total sample Thereof in-deala

Number of facilities 18,526 709
Number of Facility-year observations 357,366 1,054
Number of facility-chemical-year observations 1,445,609 3,970
Number of facility-hazard-year observations 609,916 1,746

d) The size of the facility is an important confounder, yet
difficult to exactly assess. The implication of facility
size is that large facilities can implement measures
more easily, and facilities with high initial pollution
can reduce pollution easier. On the other hand, large
facilities have a large absolute reduction in pollution,
even if the reduction is only a few percentage points.
To account for this production waste in the reporting
year is used as a proxy for industry size to omit in-
fluences of pollution-scale distortions. The measure
is imperfect as the ideal measure would be units of
production output, but this data is not present. As
a compromise, the control variable for the plant size
s = Y (t) is introduced as the amount of production
waste in year t.

Taken together, the pollution specific and facility-specific
control variables constitute a multidimensional vector of
characteristics Xn = 〈 f (h, k, i, t, s)〉 for each facility-hazard-
year observation. In the research design of this thesis, this
control vector absorbs salient differences between assets
from PE-backed and non-PE-backed facilities.

3.2.4. Empirical models
This thesis follows an adapted notation of Imbens (2004)

to develop the model for the estimation of the treatment ef-
fect (i.e., the impact of private equity takeover).70 To begin
with, all facility-hazard-year observations are denoted as N
cases indexed by n. For each of this case, the differences dn
are observed as dependent variables. Each observed differ-
ence for a case n comprises the sum of two components, a
population constant baseline difference Cp multiplied by the
case-specific vector of characteristics Xn and the effect size
E of the treatment effect multiplied by the independent vari-
able PEn which is 1 if the case has received treatment and 0
otherwise. Formula 3 gives the composition of the observed
difference as

dn = E ∗ PEn + Cp ∗ Xn (3)

As the independent variable PE is binary, each case has a pair
of potential outcomes for the difference. Accordingly, For-
mula 4 describes the realized outcome as

dn ≡ dn(PEn) =
§

dn(1), i f PEn = 1
dn(0), i f PEn = 0 (4)

70 See Imbens (2004, pp. 5–6).

Substituting dn(PE) in Formula 4 with Formula 3, the effect
size of the treatment can simply be calculated by subtracting
the difference dn(0) from the difference dn(1). However, as
dn(0) and dn(1) are never observed for the same case, the
effect size must be calculated by subtracting the difference
between a treated case n and an untreated case n′. Accord-
ingly, Formula 5 calculates the difference as

dn(PE = 1)− dn′(PE = 0) = E + Cp ∗ Xn − Cp ∗ Xn′ (5)

Since Cp is not known, for the effect size to be calculated the
condition Xn′ = Xnmust fulfil. As elaborated in chapter 3.2.3
the vector Xnis defined as Xn = 〈 f (h, k, i, t, s)〉 and for

Xn′ = Xn⇐⇒ Xh,k,i,t,s = Xh′,k′,i′,t ′,s′

and thus for {h= h′, k = k′, i = i′, t = t ′, s = s′}

=⇒ n
def
=n′;∀n, n′ ∈ N

(6)

Under the condition of Formula 6 formula 5 can be written
as shown in Formula 7 with

dh,k,i,t,s(PE = 1)− dh,k,i,t,s(PE = 0)
= E + Cp ∗ (X h,k,i,t,s − Xh,k,i,t,s)≡ E

(7)

Conclusively, as shown in Formula 6 the effect size of the
treatment (the impact of private equity takeover) on the
change in quantities of toxic chemicals can be estimated by
the difference between two cases (facilities) which are simi-
lar in terms of their control variables. The estimation is done
for the amount of toxic chemicals production waste and the
amount of toxic chemical as total releases separately.

3.3. Empirical methods
To estimate the effect size of the treatment effect on the

treated under the aforementioned empirical model, it is nec-
essary to identify an untreated control observation for each
treated observation that is similar in terms of confounding
factors (i.e., control variables). Subsequently, the difference
between the treated and control observations can be calcu-
lated. Otherwise, the difference in outcomes could simply be
the result of the continuation of pre-existing different trends
in the facilities, where the trends are caused or at least related
to the confounding factors. To facilitate this, two different
methods have been used for matching to fulfil the condition
in Formula 6, i.e., to find pairs of cases which are balanced in
terms of their vectors of characteristics. In the following, first
the propensity score matching method is explained. Since
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the matching with the propensity scores was of poor quality,
a second matching method was developed which is specifi-
cally tailored to the data types present in the sample used for
this research.

3.3.1. Probabilistic matching: Propensity Score Matching
In the first approach to investigate whether firms under-

going private equity buyouts achieve lower pollution levels
after takeover, the Propensity Score Matching (PSM) was em-
ployed to create a group of control firms. The propensity
score of a subject is the calculated probability of this subject
for receiving the treatment conditional on a set of charac-
teristics other than the one being tested for (i.e., the con-
trol variables).71 The selected control variables on which a
propensity score for each subject is calculated on must effec-
tively characterize idiosyncratic properties of the subject to
avoid overfitting of the propensity score matching.72 The se-
lection process should be grounded in sound reasoning and
take into consideration the extent to which treated and un-
treated groups differ with respect to each control variable.
For the latter, the identification of confounders for the match-
ing was based on the difference between the treated and the
untreated group in the context of the respective confounder.
Austin (2011b) introduces a measure for the difference for
continuous variables as shown in Formula 7.73 This standard-
ized difference is calculated as

dst =
x t reated − xunt reated
r

s2
t reated+s2

unt reated
2

(8)

where x denotes the mean of treated and untreated samples,
respectively, and s2

t reated and s2
unt reated are the corresponding

variances of the treated and untreated sample, respectively.
For the categorical variables industry, location and hazard
level, the absolute difference in proportions was estimated
based on an adapted approach from Austin (2010) as shown
in Formula 6.74 Consequently, in this thesis the difference is
calculated as

dabs =
1
2

C
∑

i=1

�

�pt reated,c − pcont rol,c

�

�c ∈ C (9)

where pt reated,c and pcont rol,c are the proportions of category c
in the treatment and control group, respectively and C is the
set of categories a categorical variable can take. The results
for the differences are shown in Table 2, the interpretation of
the values is given in chapter 4.2.

By and large, the results for the difference reinforce the
assumptions for the relevance of the control variables made

71 See Austin (2011b, pp. 399–424).
72 See Cepeda et al. (2003, pp. 280–287).
73 See Austin (2011b, pp. 410–411).
74 See Austin (2010, p. 2140); The formula is adjusted by using a factor of

0.5 instead of 1/k, as the latter would give values too small for mean-
ingful interpretation. Because the absolute difference in proportion was
only needed to be informative for relative comparisons between groups
or before and after matching, this adjustment was not detrimental.

in chapter 3.2.3. Only the facility size (proxied by the quan-
tity of production waste in the reporting year), was highly
similar for both groups. Hence, the propensity score was cal-
culated based on deal year, the location, hazard, and indus-
try. To deal with the multilevel categorical variables location
and industry in propensity score matching, binary indicator
variables were introduced via one-hot encoding. Thus, in
the propensity score model the condition of Formula 6 was
adapted as shown in Formula 10 with

Xn′ = Xn⇐⇒Xh,k,i,t = Xh′,k′,i′,t ′

with P(PEn = 1|Xn)∼= P(PEn′ = 1|Xn′)
∀n ∈ N ,∀n′ ∈ N

(10)

Here, the PSM matches a pair of cases that have approxi-
mately the same probability P of receiving treatment condi-
tional on their vectors of characteristics. In the PSM model
used in this study, the propensity score was estimated using
logistic regression and is used to match observations with a
similar balance of control variables with a k-nearest neigh-
bour algorithm. The matching was conducted using a Python
programming environment.75

3.3.2. Deterministic matchig: Blocking and Matching
Due to the high relevance of categorical variables as con-

founders in this research, an adapted blocking and match-
ing (BaM) method was developed and employed on the
dataset.76 Blocking is a method in big data analytics where
records are grouped that share the same confounding vari-
ables.77 In the case of the TRI dataset, first blocks based on
exact record linkage of industry, state, hazard and year were
created. Then for each treated facility in a block the closest
untreated facility based on the quantity of production waste
was found. The resulting pairs resemble tuples of a treated
and an untreated facilities with similar (theoretically identi-
cal) control vectors. Thus for the blocking and matching the
condition in Formula 6 was adapted as shown in Formula 11
with

Xn′ = Xn⇐⇒Xh,k,i,t,s = Xh′,k′,i′,t ′,s′

where n
def
=n ∀n ∈ N , n′ ∈ N

⇐⇒
�

h= h′, k = k′, i = i′, t = t ′, s ≈ s′
	

(11)

The blocking approach for this research used determinis-
tic blocking based on logical conjunction of year (deal year

75 See Kline and Luo (2022, pp. 1354–1357); See appendix A p. 1 for the
code used for PSM in this research.

76 This was inspired by the generalized randomized block design accord-
ing to Addelman (1969, p. 35) where blocking maximizes the covariance
between treated and untreated samples based on their control variables,
resulting in a minimum variance in the difference between treated and
untreated samples. Essentially, this method aims to isolate any observed
difference in treatment effect and attribute it solely to the effect of the
treatment itself.

77 See IBM Corporation (2021); Blocking and matching is commonly used
in big data analysis to reduce computing power when examining data
connections. Although the data structure of the TRI lends itself well to
this methodological approach, it does not appear to have been used in
research on the TRI.
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Table 2: Balance of the covariates in treated and untreated group. a: Absolute quantities of toxic chemical in deal year in pounds.

Covariates Difference

Continuous Variables[dst]
Year 0.4637
Total Releasesa -0.0314
Production Wastea -0.0053

Categorical Variables [dabs]
Location 0.1446
Industry 0.2428
Chemical hazard 0.0175

= record year) and the categorical variables industry, state
and hazard level. The blocking proceeded as follows: Two
datasets were separated from the original database based on
the status PE = 1 and PE = 0. Then, for each case in the
PE = 1 sample, all cases from the PE = 0 sample were found
via exact record linkage (i.e., with exactly the same combina-
tion) on year, industry, state and hazard level.78 Within each
block for the PE = 1 constituent the PE = 0 case which was
closest on quantity of toxic chemical in production waste was
found with the pandas merge_asof function to account for the
proxied facility size.79 The blocking and matching method
proved to be a computationally intensive process, requiring
approximately 2 hours to complete the matching.80

4. Empirical results

In the following, first the descriptive statistics of the final
sample are shown. Then, the efficiency and quality of the
matching methods are elaborated and lastly, the results of
the matching for the estimated effect size of private equity
takeover are presented.

4.1. Descriptive statistics
In Table 3 the summary statistics on the variables are

shown. The control group is shown in Panel A and the treat-
ment group in Panel B. It presents the number of observa-
tions, the mean, the standard deviation, the minimum, the
25 %, 50 %, 75 % quartiles and the maximum. From the fi-
nal sample which consisted of 609,916 total and 1,746 deal-
related facility-hazard-year observations, the dependent vari-
ables according to Formula 1 could be calcuated for approx-
imatly two thirds of the cases (see column N in Table 3). As
the dependent variables represent relative changes, these are
highly sensitive to outliers in the underlaying data.81 This
manifests in the dataset by exaggeratedly great erroneous

78 See Fellegi and Sunter (1969, pp. 1183–1210) for a detailed explanation
of record linkage.

79 See Petrou (2017, pp. 338–386); See appendix A p. 3 for the code used
for BaM in this research.

80 The code was executed using parallelized threads according to Python
Software Foundation (2023).

81 See Miller (1993, pp. 457–459).

values (see column Max in Table 3) which significantly dis-
tort descriptive statistics (see the column Mean in Table 3).
On the other hand, the minimum (see column Min in Table
3) of -1 in the total releases indicates, that a facility com-
pletely stopped emitting any quantities associated with the
chemical in the measured timeframe. Likewise, the mini-
mum of -1 in the production waste indicates that the facility
no longer produces any waste containing the chemical. Espe-
cially for small facilities, it is also possible that the amount of
the chemical handled has fallen below the reporting thresh-
old. In addition to the presence of errors, high levels of dis-
proportionality characterize quantities of toxic chemicals at
the facility level in the TRI dataset.82 Both, errors and dis-
proportionalities suggest that the descriptive statistics funda-
mentally mischaracterize the environmental performance of
facilities.83 A skewness of 30 and a kurtosis of roughly 900
for the distribution of the dependent variables in Panel A,
strongly disfavor the case of normality and reinforce this con-
jecture. To introduce robust statistical analysis which is less
sensitive to the outliers, the median and the median absolute
deviation (MAD) were used instead of the mean and the stan-
dard deviation.84 To deal with outliers, the approach of Leys
et al. (2013) was followed and subsequently cases greater
than 2.5*MAD +- median were removed from the analysis.85

The trimming was done for the difference in total releases
and production waste individually. The percentile value of
the cut-off value was calculated as a measure for the propor-
tion of data not being classified as outliers. A cut-off value
of 2.6471 means that any observation inferring that a facility
increased its pollution by more than 264.71% was excluded
from the subsequent analysis. Table 4 shows the robust de-
scriptive statistics for the dependent variables after the trim-
ming step.86 The median is again used as the better suited
measure for ratios. The number of observations was reduced
by the trimming, but more than 90 % of the data remained in
the analysis. The values for skewness and kurtosis of below
2 are considered as acceptable to assume normal univariate

82 See Collins et al. (2020, p. 2).
83 See pp. 14-15 of appendix C for a graphical representation of the distri-

bution of pollution in the TRI data.
84 See Huber (2011, pp. 1248–1251).
85 See Leys et al. (2013, pp. 764–766).
86 See p. 20 in appendix C for graphical representation of the dependent

variables of the trimmed sample.
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Table 3: Summary of the descriptive statistics. This table summarizes the descriptive statistics of the unmatched data sample.
Additionally, it presents the firm-specific and pollution-specific control variables. The unmatched sample is segmented according to

whether a parent company of a facility was involved in a private equity takeover during a reporting year. a: Facility size is in quantities of
toxic chemicals in pounds. * Statistics for the deal year other than Min and Max were omitted as not reasonably meaningful.

Panel A: Descriptive statistics PE = 0

Variable N Mean SD Min 25 % Median 75 % Max

Dependent Variables
Difference Total Release 360,123 6.44*108 2.28*1011 -1 -0.3931 -0.0422 0.3427 9.98*1013

Difference Production Waste 389,902 5.95*108 2.19*1011 -1 -0.3208 -0.0197 0.3211 9.98*1013

Independent Variable
PE 608,170 0 0 0 0 0 0 0

Firm-specific Control Variables
Facility Location 608,170 - - - - - - -
Reporting Year 608,170 -* - 1991 - - - 2021
Facility Sizea 608,170 1.11*106 1.79*107 0 548.23 15,350 121,500 3.75*109

Industry 608,170 - - - - - - -
Pollution-specific Control Variable

Environmental Hazard 608,170 2.0607 1.1516 1 1 2 3 4

Panel B: Descriptive statistics PE = 1
Variable N Mean SD Min 25 % Median 75 % Max
Dependent Variables

Difference Total Release 1,142 35.66 711.45 -0.9999 -0.3584 -0.0194 0.3961 22,750
Difference Production Waste 1,241 25.47 659.74 -0.9939 -0.2825 -0.0148 0.3043 22,272

Independent Variable
PE 1,746 1 0 1 1 1 1 1

Firm-specific Control Variables
Facility Location 1,746 - - - - - - -
Reporting Year 1,746 -* - 1991 - - - 2021
Facility Sizea 1,746 1.03*106 1.10*107 0 984.87 20,345 117,932 4.27*108

Industry 1,746 - - - - - - -
Pollution-specific control Variable

Environmental Hazard 1,746 2.0710 1.1489 1 1 2 3 4

distribution.87 To summarize, eliminating outliers to obtain
robust statistics improved data quality, but it also introduced
an omitted measurement bias by excluding roughly 10 % of
the data.

The median is slightly different between the treated and
untreated groups but the differences should not be further in-
terpretated because of the different number of observations.
However, the difference for total releases and production
waste in the PE = 0 sample can be taken as the median base-
line reduction of quantities in any given reporting year, which
is -8.6 % for total releases and -5 % for production waste.
To summarize, while trimming effectively induced normal-
ity required for univariate data analysis, the differences are
not suited to estimate impact effect of private equity takeover
both on the change in quantities in total releases and produc-
tion waste, respectively.

87 A general convention is that a skewness less than 3 refers to a degree of
symmetry of the normal distribution. See Burdenski (2002, p. 16) for
further information.

4.2. Matching evaluation
For matching, from the original final sample with 609,916

facility-hazard-year observations, all cases with insufficient
data for the difference in production waste data field were re-
moved to reduce computing time, resulting in 391,143 obser-
vations subjected to the matching. The result of the match-
ing is given in Table 5. PSM was able to match 100 % of
the treatment group with facilities similar on their propen-
sity logits from the control group since no caliper width was
used. BaM was able to match 94 % of treated facilities to
untreated facilities in the same year, state, and industry and
on similar amount of production waste.

Before estimating the treatment effect, the matched sam-
ple is evaluated based on the quality of the matching. This
assessment is critical to determine whether the imbalance of
control variables has been adequately reduced, ensuring the
reliability of the subsequent analysis. Thus, the standardized
difference (Formula 8) and the absolute difference in propor-
tions (Formula 9) were calculated for the matched sample.
The results are shown in Table 6.
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Table 4: Robust statistics for the dependant variables after trimming. Cut-Off at 2.5 x median absolute deviation (MAD) ± median (for
trimming the cut-off is value is calculated based on the MAD and the median of the untrimmed distribution).

Upper Cut-Off
Variable N Median MAD Cut-Off Percentile Skewness Kurtosis

PE = 0
Difference Total Release 331,719 -0.0863 0.3106 2.6471 92.11 % 1.3088 2.5973

Difference Production Waste 362.581 -0.0505 0.2742 2.4436 93.05 % 1.2181 2.4887
PE = 1

Difference Total Release 1.029 -0.0760 0.2960 2.2837 90.11 % 1.0236 1.4907
Difference Production Waste 1.161 -0.0429 0.2480 2.3499 93.52 % 1.1996 2.1494

Table 5: Matching results. a: Each case presents a facility-hazard-year observation which has a value for the difference in for the
production waste.

PSM BaM

Before matching
Treated casesa 1,241
Untreated casesa 391,143

After matching
Matched cases 1,241 (100 %) 1,169 (94.20 %)

Table 6: Standardized differences before and after matching.

Unmatched PSM BaM

Continuous Variables [dst]
Year 0.4637 0.3419 -0.0207
Total Releasesa -0.0314 -0.1767 -0.0234
Production Wastea -0.0053 0.0847 0.0005

Categorical Variables [dabs]
Location 0.1446 0.4214 0.0278
Industry 0.2428 0.4891 0.0306
Chemical hazard 0.0175 0.1708 0.0136

Imbalance reduction
dst - -20.56 % 91.09 %
dabs - -167.05 % 82.21 %

The values for continuous variables before matching sug-
gest that the groups exhibit considerable differences in terms
of reporting years. The positive value indicates that treated
sample possesses a higher average reporting year than the
control sample, implying that private equity deals tend to be
more prevalent in more recent reporting years.88 The neg-
ative values for the quantities of production waste and total
releases respectively indicate, that treated facilities have on
average slightly lower amounts of toxic chemicals in those
respective data fields. The values for the categorical vari-
ables show that, in the unmatched sample, the groups differ
considerably in the proportions of facilities belonging to the
respective industries. Although to a lesser extent, the dis-
tribution of facilities across states also differs between the

88 See p. 13 in appendix C for the number of reporting facilities per report-
ing year in the respective groups.

groups. The groups show less variation in the levels of haz-
ards present in the facilities. The propensity score match-
ing provided a slightly better match rate and reduced im-
balance for reporting year, but the value of 0.3419 still sug-
gests high imbalance. PSM reduced imbalance between sam-
ples in terms of reporting years, but at the expense of imbal-
ance in other control variables, ultimately resulting in 20 %
and 167 % higher imbalance for continuous and categori-
cal control variables, respectively. This is explained by the
categorical nature of 3 of the 5 covariates, which necessi-
tated their implementation through one-hot coding, result-
ing in a large number of binary covariates for which PSM
has been shown to be generally weak to generate model de-
pendence.89 To summarize the values in Table 6 show that
the PSM method was unsuccessful in achieving balance be-

89 See King and Nielsen (2019, pp. 435–454).
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tween the treatment and control groups. Additionally, the
findings support the strategy of treating the year as a cate-
gorical variable and subject it to exact record linkage match-
ing, as opposed to considering it as a continuous variable in
the propensity score calculation. This approach is especially
crucial because comparisons across facilities may be signifi-
cantly skewed by alterations in the TRI reporting framework
in certain years, particularly in the case of lower reporting
thresholds for specific chemical types.90 Therefore, this study
relied on blocking based on categorical covariates in the sec-
ond matching method to ensure balance between treatment
and control groups. Indeed, the BaM method successfully re-
duced the imbalance by over 80% across all control variables.
Furthermore, all continuous control variables were balanced
to a value for the difference of less than 0.1, which is gener-
ally considered to represent a negligible difference between
the samples in the mean of control variables.91

It is crucial to note that the standardized difference and
the absolute difference in proportions reflect the overall sim-
ilarity between the two samples. Although these measures
reveal improvements resulting from the matching methods
employed, they do not allow an evaluation of the similarity
of individual 1:1 matched pairs. To further assess the quality
of the matching, the propensity scores as the probability of
being assigned to one treatment, given an observation’s mea-
sured baseline covariates was calculated for both matched
samples. The resulting propensity score distribution is shown
in Figure 3 for both methods.

The distribution in Figure 3a shows that both, the treated
and control group exhibit similar propensity scores after
the blocking and matching method. This indicates that the
matching has been effective in balancing the covariates be-
tween the treatment and control groups. The peak at ∼ 0.5
suggests that many of the matched samples have roughly
equal probabilities of being in either the treatment or control
group based on their covariates.

The Gaussian curves of the propensity scores depicted
in Figure 3b for the treatment and control groups after the
Propensity Score Matching reveal substantial non-overlapping
distributions. This observation suggests that the propen-
sity scores of a considerable number of samples differ, and
matches have been paired that exhibit variations in their
probability of receiving treatment based on their control
variables. Overall, after the PSM the covariate distributions
between the treatment and control groups still differ dra-
matically. A maximum caliper width was not used in this
analysis as this would have resulted in a limited number of
matches.92

4.3. Estimation of treatment effects
In order to test hypotheses 1a and 1b, which constitute

that the impact of private equity on target companies man-

90 See for example EPA (1999).
91 See Normand et al. (2001, pp. 388–398).
92 See Austin (2011a, pp. 151–161); The caliper width is the distance by

which the propensity scores of a matched pair is allowed to differ by at
most which avoids matching of highly dispersed propensity logits.

ifests in a reduced amount of toxic chemicals emitted or
wasted, for each matched pair, the effect size for produc-
tion waste and total releases was calculated according to For-
mula 7. Since the effect size is no longer a ratio, trimming
was not necessary for the resulting data and the median was
used as an immanent robust measure. Hence the sample me-
dian treatment effect on the treated was estimated.93 Table
7 summarizes results obtained for the effect of private eq-
uity ownership on the facilities. It compares the two match-
ing methods employed and presents the number of pairs, the
sample median treatment effect for the treated and the me-
dian absolute deviation. The unit of the effect size is in per-
centage points.

The estimated effect sizes from both methods are similar;
however, the values derived from the blocking and matching
approach are considered more reliable due to the poor qual-
ity of the propensity score matching. The value for the me-
dian effect size for total releases obtained through the BaM
method suggests that the average quantities released at a fa-
cility two years after a private equity takeover of its parent
company, exhibit a median increase of 1.5535 %-points rel-
ative to a similar facility that did not experience a change in
ownership. Conversely, the quantity of production waste in
the PE-backed facility is on median 1.1090 %-points lower
following the private equity takeover of its parent company
relative to non-acquired peers.

To differentiate between severity of the released and
wasted quantities and to test hypotheses 2a and 2b, the
matches were grouped by environmental hazard h to distin-
guish between hazard levels of toxic chemicals according to
the developed environmental hazard level. The sample me-
dian treatment effect on the treated can thereby be observed
for different hazard levels. The results are shown in Table 8.

When differentiating between hazard levels, the discrep-
ancies between the matching methods become more appar-
ent and as before, the values obtained from the blocking
and matching approaches are considered more reliable. The
number of observations varies between the hazard scores
(see column N in Table 8), and a majority of chemicals used
pose minimal hazards and releases are of low severity ac-
cording to the environmental hazard model of this thesis.
The number of observations for PBT-only substances (hazard
score 2) is even lower than for carcinogen-only substances
(hazard score 3). The median values for total releases of haz-
ard score 2 and hazard score 4 quantities, with differences of
5.4541 and 11.4158 %-points, respectively, indicate that pri-
vate equity-backed facilities significantly increase pollution
with these chemicals after takeover. The situation is different
for production waste. There, all hazard levels except hazard
level 2 show a decrease in quantities compared to facilities
that have not undergone a private equity takeover. Figure
4 provides a graphical representation that, although only in-
formative, highlights the overarching patterns regarding the
impact of private equity acquisitions contingent upon the en-
vironmental hazard. Interestingly, the trend direction for the

93 Adapted from Imbens (2004, pp. 5–6).
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Figure 3: Calculated propensity score distribution of the matched samples. a) Matching based on BaM. b) Matching based on PSM. The
two graphs are not to scale as the x-axis is zoomed in in Figure 3a.

Table 7: Estimated treatment effect on the treated. PSM stands for propensity score matching, BaM stands for blocking and matching.
MAD stands for median absolute deviation from the median.

Method: PSM Method: BaM

Variable N Median MAD N Median MAD

Effect size Total Release 1,227 1.0392 1.0444 1,080 1.5535 0.9168
Effect size Production Waste 1,241 -1.9657 1.0461 1,169 -1.1090 0.9746

Table 8: Estimated treatment effect on the treated distinguishing between hazard levels 1 to 4. PSM stands for propensity score matching,
BaM stands for blocking and matching. MAD stands for median absolute deviation from the median.

Method: PSM Method: BaM

Variable N Median MAD N Median MAD

Effect size Total Release
Hazard level 1 596 -1.3920 0.0212 526 0.0130 0.0177
Hazard level 2 146 -4.9290 0.0646 126 5.4541 0.0572
Hazard level 3 314 -0.5266 0.0127 284 0.6299 0.0110
Hazard level 4 171 13.0623 0.1601 144 11.4158 0.1484

Effect size Production Waste
Hazard level 1 602 -3.6206 0.0821 583 -0.9953 0.0217
Hazard level 2 147 1.9211 0.0215 131 4.0495 0.0482
Hazard level 3 316 -3.9517 0.0649 297 -1.9834 0.0430
Hazard level 4 176 1.9850 0.0393 158 -3.6917 0.0775

difference in production waste and total releases is diametri-
cally opposed. As the hazard scores are derived from an or-
dinal scale, the ranking depends on the interpretation of the
underlying severity of a hazard. In general, for both produc-
tion waste and total releases, the effect size is greater for sub-
stances that are both carcinogenic and a PBT (hazard level 4)
compared to substances that are either carcinogenic (hazard
level 3) or PBTs (hazard level 2). Yet, private equity-backed
facilities appear to be less concerned about substances that
are PBTs (hazard level 2) compared to chemicals that are nei-
ther PBTs nor carcinogens (hazard level 1).

By and large, these trends suggest a hazard-dependent
treatment effect for the treated facilities, where higher haz-
ard is directly correlated with increased total releases and
inversely correlated with decreased production waste.

5. Conclusion

The following section first draws the main conclusions
from the findings. Then the chapter continues with a reflec-
tion on the limitations of the research imposed by the data
and methodology. Finally, conjectures and ideas offer possi-
ble further research questions.

5.1. Discussion
This thesis investigates the evolution of environmental

pollution emanating from facilities operated by companies
that have experienced private equity takeovers in the United
States between 1991 and 2021. It is one of the few academic
papers to use the Toxic Release Inventory to assess ESG is-
sues in the context of private equity and among those, it is
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Figure 4: Graphical representation of the difference in %-points discriminating between environmental hazard level 1 to 4. The graphs
show the difference in %-points obtained by the BaM method.

the first94 to a) cover an extensive 30-year period, providing
a comprehensive longitudinal perspective on the issue and
b) utilize data on pollution and production waste as well as
information about the environmental hazards of the chemi-
cals thereof, thereby employing the TRI’s extensive scope of
information provided. The plethora of data available in the
TRI allowed examining a period of two years before and af-
ter the deal for each facility. Therefore, this study effectively
captures a five-year timeframe to evaluate the impact of pri-
vate equity ownership on environmental performance which
reduces influence of possible fluctuations in the environmen-
tal pollution due to one-time releases or other incidents. In
addition, by excluding the environmental performance in the
deal year itself from the analysis, the study avoids potential
concerns of facilities deceiving sustainability by transiently
reducing emissions in the deal year in order to pander pri-
vate equity investors’ ESG-due-diligence frameworks. For the
research on asset-level sustainability two key aspects of the
TRI-program append a unique value to the database: First,
the database exhibits a comprehensive scope of data dating
back to a time when ESG was far from established as an
investment theme, thereby representing a remarkable stan-
dard of unconfoundness and data quality, which is ensured by
capturing objective, granular information on various forms
of releases through quantitative chemical analysis methods.
Secondly, the TRI program only monitors, and does not im-
pose restrictions on the use of chemicals. Although compul-
sory disclosure of information regarding the handling of toxic
chemicals by industries to the public generates an incentive
to enhance environmental performance,95 this feature is cru-
cial in the context of the research design in this thesis as the
lack of legal pressure to reduce pollution from the program
itself leaves the causality for the change in pollution level of a
TRI-covered facility solely to the implication of universal fac-
tors, for example state laws and regulations as well as techno-
logical advances, organizational structure or both of the lat-
ter.96 Setting aside such external effects, a main rationale in

94 To the best of the author’s knowledge.
95 See for example Konar and Cohen (1997, pp. 109-124) or Saha and Mohr

(2013, pp. 284-291).
96 See for example Prechel and Zheng (2012, p. 950) or Mary L Streitwieser

(1994, p. 2).

this thesis was, that when controlling for financial or judicial
pressure, a decrease in pollution can be interpreted as a re-
flection of the investors (i.e., facilities owners) willingness to
adopt sustainable practices. By using the TRI, this thesis also
successfully overcomes the challenge of data scarcity, which
is a pertinent problem in studying the private equity industry,
especially when analyzing non-financial information about
target firms. Yet, this challenge becomes apparent in the light
of the sample construction: Out of 1.45 million observations
in the TRI, less than 0.3% were attributable to firms involved
in a private equity deal between 1991 and 2021. Half of
these transactions in the datasample were buyouts according
to Preqin and the majority took place after the year 2000.97

The methodological approach employed in this thesis uti-
lizes robust methods to estimate the effect size of private eq-
uity takeovers and developes a novel matching method based
on blocking and matching that significantly outperforms the
alternative probabilistic matching based on propensity scores
by up to over 200%. Matching is essential for studying the
influence of private equity ownership on environmental per-
formance, as it helps mitigate problems of selection bias aris-
ing from the tendency of private equity firms to favor certain
industries. For instance, PBTs are chemicals that are typi-
cally used for very technology specific purposes, with elec-
tronics and computer products being a major application.
In this industry, PE showed a positive selection bias, with
3.64 % of facilities in this sector in the full sample com-
pared to 6.91 % of facilities in this sector in the PE=1 subset.
The exact record linkage based on industry and hazard score
in the BaM method used in this thesis avoided influence of
such confounding factors. The novel matching process effec-
tively reduces omitted variable bias that arises from facility-
and pollution-fixed effects by comparing pairs of facilities
that share both, idiosyncratic characteristics, and the envi-
ronmental ramifications of their operations. This allowed
controlling for facility size, industry, changes in productiv-
ity, as well as legal and other externalities which are due to
location, environmental hazard of pollution and time. Addi-
tionally, the blocking and matching method developed in this
study employes matching on similar quantities of production

97 For summary information on the transactions, see appendix C, p. 2.
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waste, which addresses a potential selection bias exhibited
by private equity investors who use ESG as a risk framework
to select facilities that are already clean and do not require an
investor to implement further pollution or waste reduction.
As for the innovated blocking and matching approach greater
accuracy and reliability in the analysis is ensured, the results
obtained from BaM are considered for further interpretation.

The findings of this thesis reveal a general trend in which
facilities reduce their pollution in terms of total releases by
about 8.6 % per year and the amount of toxic chemicals as
production waste by about 5.1 % per year over the period
from 1991 to 2021.This baseline reduction aligns with ob-
served trends in existing literature.98 In the context of the
impact of private equity on pollution, this study finds that
the annual pollution reduction rate is 1.55 %-points lower
if a facility’s parent company is acquired by a private equity
investor in the same year (i.e., a facility indirectly involved
in a PE deal reduces pollution by about 7.05 % in the deal
year). Conversely, the research finds that the reduction in
production waste is 1.11 %-points higher in a year when a
facility is indirectly involved in a PE deal (i.e., a facility re-
duces the amount of production waste by approximately 6.21
% in that year). In examining whether PE investors discrim-
inate between different levels of environmental risk, the the-
sis further finds that higher chemical hazard is directly cor-
related with increased total releases and inversely correlated
with decreased production waste. Conclusively, while the hy-
potheses theorized under the rationale of the private equity
business model more effectively internalizing the social costs
of pollution to maximize shareholder value suggest that pri-
vate equity takeover leads to better overall pollution manage-
ment in the target company, the implications drawn from the
data of this thesis reveal a contrary image. First, it appears
that the average private equity investor does not leverage its
controlling stake in a company to encourage cleaner facilities
and instead results in worse sustainability of the facilities.
Thus, under the general view applied in the research of this
thesis, the private equity business model clearly fails to inter-
nalize the social costs of environmental pollution. The find-
ings infer that private equity investors instead have an incen-
tive to avoid internalizing social costs of pollution, and this
inclination becomes more salient in situations where associ-
ated costs are higher, i.e., in the case of pollution with a sub-
stance exhibiting high environmental hazard. Echoing the
environmental hazard model interpretation, a general pos-
itive correlation of increased environmental pollution with
increasing hazard is indeed observed. Interestingly, as PBTs
persist in the environment for long periods of time and gen-
erally exhibit constant time-dependent degradation, they can
be easily traced back to specific times and quantities of their
releases. As a result, private equity investors may still remain
liable even after divestiture of the asset, which is especially
relevant for substances classified as environmental hazard
class 4 (both PBT and carcinogenic), as they can cause severe

98 See for example Collins et al. (2020, p. 4).

damage long after their release and therefore have a high
potential for lingering liability. Although this potential lia-
bility risk aligns with future social costs it is not internalized
in the overall view of this research. The higher increase for
substances with higher hazards may be attributed to the fact
that pollution abatement measures for chemicals of high haz-
ards are typically already using the best available technology
(as typically required by law) and the increase in productiv-
ity after private equity takeover resulting in higher tonnage
of toxic chemicals handled cannot be offset by these mea-
sures because they are already operating at their limits. This
might elucidate the measurable increase despite controlling
for changes in productivity and suggests a scenario where
PE investors, yet aware of liability risks, still favor generat-
ing present profits over preparing for future penalties. This
reality is supported by the work of Shive and Forster, who
found significantly more judicial actions and higher penal-
ties for PE-backed facilities compared to private independent
backed facilities.99

The implications of production waste can be divided into
two distinct, yet entangled narratives. The first narrative,
the ESG-narrative, considers quantities of toxic chemicals in
the production waste as risk factor for possible future occur-
rence of social costs which may arise from pollution or the
imposition of Pigouvian taxes (see chapter 2.2). The other
narrative considers quantities of toxic chemicals in produc-
tion waste as an opportunity for value creation due to oper-
ational improvement, as waste represents wasted resources
and financial losses. Since operational improvements at the
target company level have been identified as a key driver of
private equity sponsors’ return,100 in the quantity of toxic
chemical in production waste, environmental and financial
objectives are tied together where reduction of toxic (and
expensive) chemicals results in cheaper (and cleaner) op-
erations. As more hazardous substances are typically more
expensive (both costs of the chemical itself and associated
safety measures as well as allowances for the workers han-
dling such substances), the incentive to reduce production
waste increases with potential threat coming from the pro-
duction waste. In the light of the results of this research,
that a) the quantity of toxic chemical in production waste is
reduced after private equity takeover and b) this reduction is
more pronounced for substances that pose greater hazards,
this finding reinforces the deduction that the private equity
business model is only effective in achieving non-financial
goals when these are well aligned with the financial ones.

Notwithstanding the first key finding of this thesis, which
indicates that private equity ownership has a negative impact
on the pollution levels of U.S. facilities, the theoretical foun-
dations of the impact of capital deployed – which unequivo-
cally show that a policy of engagement is superior to simply
impact divesting101 – highlight the realization for LPs pursu-
ing socially responsible impact of their investments that the

99 See Shive and Forster (2020, p. 1320).
100See Achleitner et al. (2011, pp. 155–156).
101See Berk and van Binsbergen (2021, p. 26).
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private equity asset class is a viable instrument for achieving
their objectives – if LPs reconcile this realization by the sec-
ond key finding of this thesis that these objectives must be
well aligned with incumbent financial objectives.

5.2. Limitations of the research
Databases such as the TRI are essential for measuring the

relationship between economic activity and environmental
pollution in the United States.102 The employment of the
TRI in academic research has led to various insights into the
effects and the broader economic impact of pollution and
polluting businesses, respectively.103 More specific to the re-
search on the effect of private equity ownership on environ-
mental pollution, the TRI database has been used to uncover
factors influencing asset-level sustainability, for example li-
ability risks imposed by geographic location.104 Neverthe-
less, it must be noted that the TRI database incurs several
limitations with respect to the data availability for a single
facility or a company holding such facilities. First, the TRI
only refers to facility level sustainability and not portfolio
company level sustainability. Besides that, another major
impingement on the utilization of the data is the threshold
for the quantity of substances at which a facility must be-
gin monitoring the substance for a given calendar year. The
ramification is, that facilities that are required to report are
typically larger ones owned by publicly traded companies,
while small- and medium-sized facilities (i.e., parent com-
panies), which are typically targets of private equity deals
in the US, are less extensively covered by the TRI database.
In addition, a facility does not report for a calendar year if
the amount of substance handled in that year is below the
threshold, which hampers a year-to-year comparisons to a
certain extent, but more so for small and medium-sized fa-
cilities. Another important caveat, especially for longitudi-
nal use of TRI data, is that reporting standards and regula-
tions (e.g., chemicals listed, thresholds, industries covered)
have changed over time. This was especially true in the early
years after 1987, and data prior to 1991 are generally consid-
ered to be of limited quality,105 especially because the report-
ing threshold was 75.000 pounds in 1987, 50.000 pounds in
1988 and was set to 25.000 pounds in 1989.106 For this rea-
son, the panel data in this paper starts with the reporting
year 1991 to analyze the pollution level of facilities. To facil-
itate data analysis, the EPA periodically updates the database
from previous reporting years to reflect updates and mitigate
disproportionality; however, the presence of minor inconsis-
tencies in reporting standards must be considered as an in-
evitable limitation when interpreting the results of this the-
sis. Other limitations of the TRI are that it does not cover all

102See Bradley C. Karkkainen (2019).
103For a comprehensive review on research including the TRI, see Young et

al. (2022).
104See Bellon (2020, p. 2).
105See Scott de Marchi and James T. Hamilton (2006, pp. 60–61).
106See “Toxic Chemical Release Reporting: Community Right-To-Know -

PART 372” (1988)

industry sectors, not every facility within covered sectors is
mandated to report to TRI, and from an environmental per-
spective, the TRI chemical list does not encompass all toxic
chemicals utilized in the United States.

Regarding the environmental hazard model, the findings
of this thesis infer a hazard-dependent treatment effect. It
is important to note that this influence may be largely at-
tributable to the ordinal hazard score developed in the study,
which may exhibit significant model dependence. Specifi-
cally, the fluctuations observed in the trends may be a result
of the interpretation inherent in the environmental hazard
model created for this research. Hence, the implications from
considering different hazard scores are only considered to be
informative. Yet, disentangling nuanced trends with such in-
tricate dependencies has not been previously explored in the
literature.

In the methodological approach, the research in this the-
sis faced the pertinent limitations that are frequently incurred
by the propensity score matching method. A major reason
for the deficient performance of the propensity score model
in this research is that the categorical variables Industry (23
industries) and Location (52 states) were implemented as
binary variables via one-hot encoding which resulted in 75
binary variables in the matching process (additionally to
the year, facility size and environmental hazard variables).
Coarsened Exact Matching (CEM) has been shown to be
superior to propensity score matching for samples with im-
balances due to higher order interactions,107 and the CEM
approach has been used to study the environmental per-
formance of companies in similar contexts.108 However, the
method could not be successfully applied in the setting of this
thesis because data formatting issues in the TRI database.
As an alternative to CEM, principal component analysis in
the propensity score matching model was tested as this has
been shown to be expedient in economic research when
addressing a large set of confounders in PSM.109 However,
the approach did not succeed and subsequently, efforts were
guided towards developing the novel blocking and matching
method.

The blocking and matching method has the limitation
that the algorithm used in this research performes 1:many
matching. Since the preceding exact blocking on 4 vari-
ables created a large number of small blocks compromised of
subsets of facilities within which matching was performed,
1:many matching was beneficial in this case as it ensured
reduced bias due to missing matches. The preceding exact
blocking also immanently limits overestimation of the treat-
ment effect due to multiple pairing of a control case, as it
constraints the maximum number of control cases which can
be matched to a treatment case. It must be noted however,

107For a detailed elaboration on the advantages of CEM over traditional
matching methods, especially propensity score matching, the reader
should refer to Iacus et al. (2012, p. 2).

108For research using CEM as a matching method in the context of environ-
mental performance in the US, see Hora and Subramanian (2019, p. 6),
and in Europe see Kube et al. (2019, pp. 104558–104570).

109See for example Griffin et al. (2020, pp. 5537–5549).
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that in case of less stringent blocking, greedy 1:1 matching
should be performed.

5.3. Further research
The findings of this thesis offer intriguing research ques-

tions that could reveal relevant ramifications for policymak-
ers as well as for market participants in the private equity in-
dustry. As elaborated above, ESG-considerations can protect
future revenues from exposure to threats when these eventu-
ally become substantial. Thus ESG-performance equivalates
possible financial outperformance in a more distant future.
According to the results of this thesis, this possible financial
return is not harvested through internalization of present so-
cial costs related to environmental pollution. In this context,
current research revealed that the timeframes of asset man-
agers are often too short to evaluate ESG-performance of as-
sets.110 Hence, further research could focus on determining
whether a) private equity firms exhibit inability to accurately
evaluate ESG risks and thus fail to address relevant topics
at the portfolio company level or b) the private equity busi-
ness model exhibits an investment period that is too short
to internalize long-term social costs. To address this ques-
tion, the overall impact of private equity, as measured in this
thesis, could be disaggregated by investor characteristics to
identify factors that foster an ESG-friendly phenotype among
PE investors. In this context, Abraham et al. (2022) discov-
ered that PE investors who emphasize ESG as a value driver
on their website contribute to a decrease in pollution after
takeover, relative to investors who do not adhere to SRI prin-
ciples.111 In addition, the research could explore the "skill or
luck" question112 to determine whether the ESG performance
of these investors is due to their ability to drive sustainable
change or merely the result of serendipity.

In the context of the relative decrease of the amount
of production waste, it would be intriguing to investigate
whether the reduction is a directly aspired outcome of the
operational engineering that private equity firms undertake
to enhance efficiency after takeover, or attributable to the al-
leviation of financial constraints that enable technology in-
vestment and thereby indirectly reduce hazard potentiality
as a byproduct. To address this question, hypothetical differ-
ences between facilities supported by industry-agnostic PE in-
vestors and those with industry expertise could be explored.
Both of the above research questions have important impli-
cations for policymakers in determining how to effectively
regulate the private equity business model to position it as
a catalyst for transforming the manufacturing sector toward
better sustainability, while ensuring that private equity con-
tinues to play a constructive role in delivering financial value
to limited partners.

Echoing the hazard score interpretation, the model in
this thesis relied on an ordinal scale and exhibited significant

110See Eccles et al. (2017, p. 128).
111See Abraham et al. (2022, p. 13).
112See Korteweg and Sorensen (2017, pp. 535–562) for the question of skill

and luck in private equity performance.

model dependance. This might explain, why private equity
takeover appears to induce an increase in the total releases
and production waste of substances classified as PBTs (envi-
ronmental hazard level 2) compared to substances classified
as neither PBT nor carcinogen (environmental hazard level
3). While for the production waste this increase might be
due to aforementioned model dependance, the general pos-
itive correlation of increased environmental pollution with
increasing hazard suggests a tendency of PE investors to care
less about the environment. Further research is needed to
distinguish between hazard scores and could for example em-
ploy the full RSEI model from the EPA.

Along these lines, a potential further research question
could focus on deal characteristics and how they relate to
ESG-performance of target facilities. Arguably, certain deal
types, such as those involving LPs investing through funds
of funds, could serve to mask investments in environmen-
tally detrimental assets. Such investments could then be
used to offset lower returns from environmentally sustain-
able ventures. This thesis did not delve into the intricacies of
deal structures; therefore, future studies could focus on ad-
dressing the limitations of missing data from the Preqin data
source and further investigate the potential impact of deal
characteristics on ESG performance.

Lastly, to engender a holistic view on the ESG perfor-
mance of the PE-backed facilities examined in this thesis, the
S and the G pillar are eminent topics of further research. In
this thesis the focus is on the “E” (i.e., environmental) compo-
nent of ESG and it would be interesting to reveal the S pillar
of ESG in the same context to give a detailed picture.113
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How Do Companies Communicate Sustainability: A Semantic Analysis of German
Automotive Manufacturers

Fabienne Le

Ludwig Maximilian University of Munich

Abstract

CSR is increasingly becoming an integral part of a company´s business operation. To successfully implement a CSR strategy,
companies must address their CSR actions to their stakeholders. This paper examines how companies communicate sus-
tainability to their stakeholders through various communication channels. This paper supports the novel strand of research
applying computer-aided quantitative analysis methods as an alternative to qualitative methods, commonly used in business
ethics and sustainability research. With the application of a latent semantic analysis, four automotive companies were exam-
ined for their sustainability communication. The paper offers new insights into the use of different communication channels,
highlighting that companies address specific aspects of their CSR actions depending on what stakeholder group they want to
address.

Keywords: communication channels; computer-aided quantitative analysis; CSR; latent semantic analysis; sustainability;
triple bottom line

1. Introduction

Since the early 1990s, researchers and economists have
called upon a new way of conducting business. Leaders
should pursue to create not only economic value but also en-
vironmental and social value, therefore, making sustainabil-
ity a main goal for businesses (Beal et al., 2017). Nowadays,
sustainable development is considered integral to business
operations (Schaltegger & Burritt, 2018). This shift has been
attributed to two factors by prior research studies. For one,
economic forces drive companies to increase profitability
and improve their brand value. By implementing voluntary
social and environmental activities, in form of corporate so-
cial responsibility actions (CSR), into a company’s business
strategy, companies can reduce manufacturing costs, lower

First, I want to thank Prof. Dr. Jelena Spanjol for giving me the opportu-
nity to write my bachelor thesis, at the Chair for Innovation management.
More so, I want to thank my supervisor Dr. Marcelo F. de la Cruz for his
support and guidance. Lastly, I want to express my gratitude for Yasmin
Le, Ella Ritchie and Lisa Kanis who always supported and encouraged my
work.

operating risks, and build trust and customer loyalty (Kang
et al., 2016; Russo-Spena et al., 2018). Moreover, stake-
holders such as regulators, customers, and shareholders are
becoming increasingly more attuned to sustainability top-
ics. And further, are placing more pressure on companies to
address challenges that come with it such as climate change
and economic inclusion (Beal et al., 2017; Marcelino-Sádaba
et al., 2015). Hence, stakeholder management and commu-
nication play a crucial role for a successful implementation
of sustainable development strategies. By communicating
their commitment and actions in a transparent and truth-
ful manner, companies can mitigate legitimacy threats and
establish a clear brand identity.

As researchers and companies recognize the importance
of sustainability communication, multiple studies have been
conducted on CSR disclosures and their impact on financial
performance (Du et al., 2010; Miller et al., 2020), as well
as the motivation behind sustainable development actions
(Russo-Spena et al., 2018). Although there has been research
conducted on CSR communication, most analyze one single
channel, e.g., CSR reporting (Du et al., 2010; Mann et al.,
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2021) or social media (K. Lee et al., 2013), while very few
include both channels. Moreover, hardly any apply quanti-
tative methods. Lock and Seele (2016) point out that there
is a need to apply quantitative content analysis to the field
of business ethics and CSR. This is because these fields tradi-
tionally use human-encoding and judgmental text interpre-
tations which are more exposed to bias. Further, the context
can only be represented on a one-dimensional level. Besides
that, less than a handful of studies (Kountouri et al., 2019;
Liao et al., 2018; Lock & Seele, 2016) include a computer-
aided textual analysis.

However, the three previously mentioned studies focus on
just one communication channel. This thesis addresses that
gap by applying a latent semantic analysis (LSA), a computer-
aided methodology for textual analysis, to assess how com-
panies use different channels to communicate sustainability
to different stakeholders. The use of LSA allows statistical
text theme extraction while minimizing the risk of bias judge-
ment. Through LSA but more so because this study empha-
sizes three channels, namely financial and non-financial dis-
closures (NFD), and social media, this thesis provides new in-
sights about sustainability communication for multiple stake-
holders. This thesis assesses four automotive companies on
how they communicate their sustainable development ac-
tions to various stakeholders (shareholders, customers, and
legislation) and compares them to each other.

The research offers new insights into the sustainability
communication of companies. The findings indicate that
companies emphasize different aspects of the triple bottom
line framework (Elkington, 1998) when addressing specific
shareholders. More so, the results highlight that companies
must find a way to communicate all three aspects of the TBL
in each channel. Selective disclosure as it has been observed
in this research could lead to stakeholders perceiving the
companies’ communication as a greenwashing strategy. This
could have grave implications for their brands and lead to
reputational damages.

Furthermore, contributes this study to prior research that
apply quantitative methods to the fields of business ethics
and sustainability. It highlights that computer-aided quan-
titative textual analyses can be successfully applied to these
fields of research and can be used as an alternative to tra-
ditional human-encoded methods which are more prone to
bias interpretations of data.

The research paper is structured as follows: after outlin-
ing important aspects and frameworks behind sustainable de-
velopments and sustainability communication, the method-
ology section will provide specifics about the sample collec-
tion. Additionally, the data analysis process will be explained
as well as how the outputs of LSA were interpreted. Follow-
ing, the results will be discussed and interpreted. Lastly, the
conclusion present theoretical, practical and policy implica-
tions together with limitations of the study and an outlook
for future research.

2. Theoretical Background

2.1. Firms, Sustainability and Business Performance
2.1.1. The Triple Bottom Line

Sustainability is described as development that meets
today’s needs while preserving the future of coming gener-
ations and their chance to meet their own needs (United
Nations, 2015). The triple bottom line (TBL) or 3Ps (People,
Planet, Profit) is a framework coined by Elkington (1998)
that was designed to include social and environmental di-
mensions into the previously finance-focused metrics of busi-
ness performance (Elkington, 1998; Loviscek, 2020). It
thereby indicates that companies must conform to societal
expectations, minimize their negative environmental im-
pacts, and maintain economic profitability. It is paramount
for companies to balance all three pillars and pursue all
three goals simultaneously to truly achieve sustainable de-
velopment (Elkington, 1998; Lock & Araujo, 2020; Mish &
Scammon, 2010; Sanchez-Chaparro et al., 2022). In terms
of the social dimension, companies must build social capital
by establishing long-term relationships with various stake-
holders (Mann et al., 2021). Social capital entails improving
lives and the community through fair treatment, implement-
ing welfare policies, and providing educational opportunities
for stakeholders and society. To further environmental goals,
companies must secure as well as expand natural capital by
not endangering the planet and minimizing the impact of
its business operations on the environment. For instance,
this could be in form of protecting land, air and water and
using sustainable materials, products, or renewable energy.
Lastly, goals of the economic dimension include the over-
all economic growth of the company and society, improving
brand image and sales along with reducing production costs
(Elkington, 1998; Mann et al., 2021). Although it is imper-
ative to strike a balance between the three dimensions, they
can be conflicting since stakeholders place varying weight
on priorities at times (Goh et al., 2020; Mann et al., 2021).
Past research shows that companies occasionally neglect en-
vironmental and societal aspects for the sake of economic
opportunities because the financial outcomes can be better
quantified and to maintain the company’s positive, short-
term cashflows (Elkington, 2018). To overcome frictions,
companies must embrace and even take advantage of them
by creating synergies that could enable sustainable devel-
opment. These synergies and more importantly sustainable
development can be achieved by establishing long-term part-
nerships, knowledge sharing, and conjointly founded solu-
tions by private and public sectors, groups of main interest,
and companies along the supply chain (Goh et al., 2020;
Loviscek, 2020; Mann et al., 2021). This highlights that
the TBL is a qualified framework to drive positive change
as it evaluates social, environmental, and economic impacts
across various stakeholders, e.g., community and legislation
(Mann et al., 2021; Shinkle & Spencer, 2012).
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2.1.2. Corporate Social Responsibility
When companies engage in corporate social (CS) activ-

ities they comply with societal rules, statutory regulations,
and policies concerning social issue e.g., human rights or
the environment. Notably, these policies only require compa-
nies to achieve the minimum standard of compliance which
can be monitored through audits, fines for noncompliance
or reports (Miller et al., 2020). Companies may voluntarily
choose to exceed the obligated CS requirements and commit
to further sustainable development that considers the inter-
est of all stakeholders within and outside the business oper-
ations (Funk, 2003; Homburg et al., 2013; Raghubir et al.,
2010; Wolff et al., 2020). This constitutes corporate social
responsibility. At

the core of CSR lies the TBL framework. Hence, all CSR
actions taken by the firm must reflect the three pillars of
the TBL (Lock & Araujo, 2020). Typical for firms undertak-
ing CSR actions is implementing sustainability management
which is outlined by e.g., life-cycle assessments, sustain-
ability reports, cleaner production measures, dialogue-based
management and redesign of products with more sustain-
able alternatives (Schaltegger & Burritt, 2018). The United
Nations Global Compact define six steps for companies for
sustainable development strategies: commit, assess, define,
implement, measure and communicate sustainability targets.
(United Nations Global Compact et al., 2019).

2.1.3. Impact of Sustainability on Business Performance
Over the years there has been an increase in CSR activ-

ities and philanthropic engagement (Homburg et al., 2013;
Schaltegger & Burritt, 2018). Around 90 percent of Fortune
500 companies have executives and departments solely ded-
icated to CSR (Homburg et al., 2013). Prior research has
shown that sustainable actions have a beneficial long-term
effect on the company value and secure a competitive ad-
vantage since it can decrease manufacturing costs, build a
positive reputation which aids crisis management and attract
talent (Du et al., 2010; Miller et al., 2020; Sanchez-Chaparro
et al., 2022). Key drivers for this change are the pressure
stakeholders placed on firms along with reputation manage-
ment and the pursuit of shareholder value growth (Cone
Communications, 2017; Cone Communications, & Ebiquity,
2015; Sanchez-Chaparro et al., 2022). Consumers expect
companies to produce high quality products and services
while simultaneously pursuing societal and environmental
values. Moreover, they are demanding improvements in busi-
ness practices and for companies to address social matters
drive positive change (Miles & Covin, 2000). If companies
can manage to conform to their expectations they can gain
the consumer’s trust which in turn can increase buyers in-
tent, in addition to higher willingness to pay, and positively
influence the overall attitude towards their business (Klein
& Dawar, 2004; Sanchez-Chaparro et al., 2022). Should
companies fail to even meet CS standards, consumers go as
far as to boycotting the company altogether (Cone Commu-
nications, & Ebiquity, 2015; Porter & Kramer, 2006). Thus,
stakeholder management is crucial for successful sustainable

development. At times it can be challenging as integrating
all stakeholder interests requires compromises between the
groups that could potentially lead to greenwashing strategies
to appease all parties involved (Engert et al., 2016; Sukitsch
et al., 2015).

Whenever new policies concerning CS are introduced by
the legislation, companies need to find new ways to incorpo-
rate them into their business strategy. More so, government
agencies and strategic partners evaluate companies by their
rating and brand value when considering alliances. Compa-
nies can improve their rating by engaging in CSR activities.
Hence, it is crucial for companies to integrate sustainable ac-
tions into their operations (Kang et al., 2016; Miller et al.,
2020).

In addition to consumers and legislation, shareholders
play a significant role when it comes to CSR. Considering
that CSR activities increase brand value, shareholders are
strongly invested in advancing sustainable development as
an increase in brand value leads to an increase in shareholder
value. (Miller et al., 2020; Mishra & Modi, 2016).

Despite CSR possibly bringing in negative temporary
cashflows, CSR shapes a company’s brand positioning and
corporate identity, legitimizes their existence claim and over-
all increases their profitability long-term (Mann et al., 2021;
Shinkle & Spencer, 2012).

2.1.4. Sustainable Development in the Automotive Industry
Hitherto the automotive industry has had a considerably

ambiguous relationship to sustainability (Shinkle & Spencer,
2012). This is owed to their significant impact on carbon
emissions due to their value-adding activities, their cus-
tomer’s use of their products but also their possible positive
influence on economic development (Cone Communications,
2017; Mayyas et al., 2012; Shinkle & Spencer, 2012). With
global warming and resource depletion, the industry faces
one of its greatest challenges. Therefore, they must modify
their modus operandi to meet policy makers demands on re-
ducing greenhouse gas emissions and environmental protec-
tion but more importantly conform to societal expectations
(Sukitsch et al., 2015). This is imperative as the automo-
tive industry is under the highest scrutiny for sustainable
development as it is one of the highest CO2 producers (Wolff
et al., 2020). In fact, a strategic reorientation can support
their moral legitimacy and reputation. Additionally, willingly
implementing CSR strategies can reduce threats of regula-
tion imposed on the automotive industry (Russo-Spena et al.,
2018).

It is important to mention that the automotive industry
holds a major influence on sustainable development, having
value chains that reach and connect multiple regions. If com-
mitted the industry could become a key driver in advancing
sustainable development and reshape its reputation (Mayyas
et al., 2012; Wolff et al., 2020).



F. Le / Junior Management Science 9(1) (2024) 1123-11391126

2.2. Sustainability Marketing
2.2.1. Functions of Sustainability Marketing

As stakeholders’ interest in CSR activities is growing
and sustainability is becoming crucial for business survival,
financial performance and overall a company’s corporate
identity (Du et al., 2010; Mann et al., 2021; Miles & Covin,
2000), transparency and credibility are key for CSR (Cone
Communications, 2017). To achieve that, companies utilize
sustainability marketing and public communication. Both
tools lead to higher brand visibility, enhanced reputation,
and trust which in turn builds credibility for CSR actions
(Becker-Olsen et al., 2011; Mann et al., 2021; Miles & Covin,
2000; Raghubir et al., 2010). More so, the reputational ad-
vantages of authentic CSR and sustainability communication
are vital to create long-term brand value (Mish & Scam-
mon, 2010). When companies share their actions and points
of view on social issues, they can gain the customer’s sup-
port and even increase chances of customers switching to
their brand and their willingness to pay (Mann et al., 2021;
Sanchez-Chaparro et al., 2022). Likewise, sustainability
communication is as equally important for shareholders and
government regulators as it is for customers. Authentic CSR
reporting leads to higher ratings which reduces perceived
risks that can result in favorable discount rates and increases
shareholder value. Additionally, it can minimize regula-
tory compliance activity and build long-term relationships
with government regulators that allow them to contribute to
developing new environmental regulations and receive con-
cessions (Mann et al., 2021). Being able to get involved in
new policies is highly relevant since government policies can
shift consumers environmental behaviors (Kalamas et al.,
2014; Minton et al., 2012).

As illustrated, sustainability marketing and communica-
tion are essential to building stakeholder trust and perfor-
mance. Both must be authentic and truly reflect the com-
pany’s image. Otherwise, it could raise skepticism among
stakeholders and companies could run the risk of damaging
their reputation.

There have been scandals such as the Volkswagen Diesel-
gate, where companies make use of deceptive communica-
tion (Kang et al., 2016; Siano et al., 2017). Siano et al.
(2017) describe it as a new form of greenwashing. Conse-
quently, it is when companies deliberately promote promising
sustainable projects with no support and make false claims
that they are not able to carry out (Porter & Kramer, 2006;
Siano et al., 2017). This can be in form of selective or in-
accurate disclosures and incomplete comparisons. Compa-
nies may resort to these strategies as it can be challenging to
pursue all stakeholder interests simultaneously at times. Re-
gardless, they must advert from these strategies as it could
them at risk of severely damaging their reputation that they
might not recover from. For example after the Dieselgate got
public VW’s stocks crashed one day by 22% (Li et al., 2018).

2.2.2. Channels of Sustainability Communication
To build stakeholder trust and achieve effective communi-

cation, companies need to directly engage with stakeholders.

Financial disclosures and NFDs are integral tools for compa-
nies to report their actions and are considered as standard-
ized frameworks for accountability (Kountouri et al., 2019).
Prior research indicates that one of the most effective ways to
communicate a company’s CSR actions is through their sus-
tainability reports which are usually independent from the
company’s annual reports (Lock & Seele, 2016). They pro-
vide additional information to stakeholders about the com-
pany’s actions aside from their financial performance. If uti-
lized responsibly, NFDs can facilitate building up a company’s
moral legitimacy and help gaining stakeholders’ trust.

Aside from the traditional sustainability communication
instruments, are companies using new media platforms like
Twitter to engage with stakeholders and disclose CSR ac-
tions. Specifically, consumers are drawing information from
social medial (SM) platforms. This is due to information be-
ing more accessible on SM platforms as well as less complex
to comprehend (Lock & Araujo, 2020). Additionally, it gives
consumers the opportunity to voice their opinions and di-
rectly address concerns to companies (S. Lee & Cho, 2011).
From the company’s perspective, do SM platforms enable di-
alogue and connecting with consumers on a personal level
(K. Lee et al., 2013). In particular does the platform Twit-
ter allow two things: connecting with consumers in form of
bidirectional sharing and mass broadcasting. If companies
succeed at this form of communication, it allows them to re-
store the consumer’s trust after scandals and rebuild or im-
prove their reputation.

To what degree SM platforms are effective to commu-
nicate with consumers depends on culture and consumer
behavior (Minton et al., 2012). Minton et al. (2012) re-
search reveals that SM use among consumers and their at-
titude towards sustainability varies between cultures. More
so they suggest that sustainability marketing should acknowl-
edge these differences in locations to successfully communi-
cate sustainability to consumers.

3. Methodology

This research takes form of a latent semantic analysis
(LSA) conducted with the program Python. LSA, a computer-
aided topic modeling method, is a natural language process-
ing technique that enables the identification of relationships
between a set of documents as well as between terms within
them (Kountouri et al., 2019). Namely, LSA highlights un-
derlying conceptual meanings by uncovering similarities and
differences in term and phrase usage. Thus, it produces tex-
tual themes in data (Deerwester et al., 1990). Hence, LSA
overcomes problems of polysemy (a words having multiple
meanings) and synonymy (multiple words sharing the same
meaning).

By applying LSA, one can reduce the risk of bias related to
subjective interpretation since no human coding concerning
the topic themes is necessary. Hence, computer-aided identi-
fied themes are more reliable without having to predetermine
categories of interest.
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There has been broad use of quantitative content analysis
ranging from automated essay grading to fields of medical or
financial analyses, which shows how beneficial this applica-
tion is for a vast array of fields of research. However, this has
rarely been applied to the field of business ethics and sustain-
ability (Lock & Seele, 2016). Kountouri et al. (2019) research
of CSR is one of a few that proves that LSA can successfully
be used as a tool for textual analysis.

The study focuses its analysis solely on the automotive in-
dustry. This industry was selected for multiple reasons. For
one, external communication is becoming essential for com-
panies in view of economic challenges like climate change
mitigation and resource depletion. (Mayyas et al., 2012;
Russo-Spena et al., 2018; Wolff et al., 2020). Secondly,
their operations and strategic relations stretch around the en-
tire globe. With their far-reaching value chains, they have
the ability to influence sustainable development of entire re-
gions.

For this study, particularly to facilitate the analysis, the
assumption of designated communication channels for spe-
cific stakeholders has been made. Therefore, official reports,
e.g., annual reports, are analyzed for shareholder and legis-
lator communication and social media as a communication
channel for consumers.

Additionally, this study includes a cross-country (UK and
USA) component for the consumer analysis since consumer
behavior and their sentiment towards sustainability depend
on culture (Minton et al., 2012). Hence, it is of interest to
examine if sustainability focuses vary within the consumer
communication.

3.1. Data Collection
Data from the past three years was collected from four

German automotive companies: Mercedes Benz, Audi, BMW,
and Volkswagen. Since no complete reports of the year 2022
have been released yet, the time period was set from 2019
to 2021 . There are various reasons for the selection of the
timeframe and sampled companies. Firstly, it is of interest
to examine if CSR communication changed throughout the
years. Secondly, the chosen companies have been selected
due to their dominance in the automotive industry, espe-
cially in Germany. Data was only extracted from their official
pages. These include annual reports, CSR reports, NFDs, and
posts Twitter (see Table 1). In total, the sample consisted
of 71 disclosures and 45302 Twitter posts. Moreover, two
data sets, one from the United Kingdom (UK)and the other
from the USA (US), were collected for each company’s com-
munication through Twitter. This cross-country examination
was conducted as past research shows that cultural differ-
ences are reflected in consumer behavior (Becker-Olsen et al.,
2011). For example, do consumers place different weighing
on environmentally friendly goods. Hence, this research as-
sumes that sustainability content might differ, depending on
what region the company wants to reach.

3.2. Data Analysis
This section provides a description of the necessary steps

of a LSA. Further, section 3.2.3 explains how the outputs were
interpreted. All detailed Python code sheets as well as the
outputs can be found in the appendix (see A1).

3.2.1. Preprocessing Data
The analysis was conducted using the software Python.

Before applying LSA, the data was cleaned and prepared.
First, all text from reports, annual reports, CSR reports and
NFDs, was extracted and compiled into text (txt.) file format
to analyze them in Python. The same process was done for
social media posts. For the next steps the "nltk" package was
applied, which is a natural language processing package that
enables natural language processing analyses with Python,
to clean text files (corpus) for further analysis. This cleaning
process encompassed the following steps:

1. All text formatting was removed. This includes pro-
nunciation, special characters, capitalization, and dig-
its.

2. The text was tokenized into small units with "nltk.tokenize".
Thus, the corpus was split into single terms which
was important to classify the terms later on into topic
themes.

3. From the tokenized data, all stop words were elimi-
nated. Stop words are defined as terms that do not con-
tribute to the underlying context of the corpus or do not
hold any value. They function as neutral values. Ad-
ditionally, all words that are extremely common were
removed as well. Stop words typically entail names,
articles, prepositions, days, weeks, months, and pro-
nouns, e.g., she, hers, Friday. The complete stop words
list can be found in the digital appendix (see A15).

4. Next, the text was stemmed, which is the process of
finding the root of a word, with Porter’s algorithm.
The goal of stemming is to reduce derivationally re-
lated forms of a word to a base form. As an exam-
ple, words cat, cats, cat’s, and cats’ would be returned
to cat. Porter’s algorithm is made up of five phases of
word reduction. To visualize it, this would mean sses
would become ss, ies to i, ss to ss and s would be elim-
inated. For example:

• sses: caresses = caress

• ies: ponies = poni

• ss: caress = cares

• s: cats = cat

5. In addition to stemming, lemmatization was applied to
reduce inflectional related forms of a lemma. Lemma-
tization is a process of finding the form related of the
related word in the dictionary. For example, with the
tool "WordNetLemmatize" the token "wrote" would be
returned to "write".
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Table 1: Data sample

Company
Annual
report

Sustainability
report Disclosures

Twitter
(USA)

Twitter
(UK) Total

Audi 3 3 19 6482 3712 10219
Volkswagen Group 3 3 11 1071 6517 7605
Mercedes-Benz 3 3 15 5418 6673 12112
BMW 3 3 6 4718 6213 10942
Total 12 12 51 17689 23115 40879

3.2.2. The LSA Algorithm
The algorithm starts with employing the preprocessed

data (d = number of compile files, with i = report) as the
[t i × 1] term-frequency vector. Each element of the vector is
equal to how often the unique term was used in the docu-
ment. The elements are calculated as the number of occur-
rences of the term divided by the total number of terms of
the document. This term-frequency vector is applied since
it is understood that if a word is more frequently used in a
text, it should contribute more to the content and meaning
of given text.

The term-frequency vectors are linked together after-
wards. Therefore, common terms were only maintained
once they formed the following matrix:

t × d (1)

where t = max {t i} , i = 1, . . . , d is the number of unique
terms across the corpus.

Consequently, the rows of the matrix represent each
unique term in the corpus and the columns represent each
data sample. The frequency rates of every unique term make
up the elements of the matrix. The term-document matrix
(X) was built by reducing the elements by subtracting the
corresponding row mean.

The process models each data sample in vector-space.
Hence, each data set was decomposed into a simple vector
of unique term frequencies. By applying singular value de-
composition, LSA sets itself apart from regular word counting
and ranking. Singular value composition reduces the dimen-
sions of the matrix. This is also called noise reduction. Since
polysemy and synonymy basically provide the same underly-
ing information, more unique terms will be present. Singular
value composition eliminates that noise and henceforth ex-
tracts the main underlying textual themes within a text. The
themes are extracted from the covariances between the term
frequencies of a text. Singular value composition therefore
breaks the term-document value down into

X t×d = Ut×d × Sd×d × V t
d×d (2)

U is the contribution of each unique word to the themes.
The V columns are the principal values of X , which are de-
fined as the contribution of each theme to each document.
Lastly, S describes the matrix of singular values. With this
matrix, it is possible to extrapolate the importance of each

theme to the text corpus in decreasing order. Figure 1 visual-
izes the above-mentioned function of singular value decom-
position.

For the LSA algorithm the "genism" package available for
Python was used. This package enabled to model LSA.

3.2.3. Interpretation and Evaluation of Themes
After retrieving the topics from LSA, the topics were eval-

uated and interpreted by the terms connected to each topic.
For this interpretation it is important to mention that the pos-
itive values for each term do not necessarily mean that they
have a positive or negative attachment to the topic. The val-
ues are determined by the vector of the SVD matrix. Since
vectors can be both negative or positive, this means that the
values of the terms are either positive or negative depending
on the vector. The importance lies in considering the abso-
lute value of each term. The higher the value the stronger
the importance of the term to the underlying meaning of the
text context.

After retrieving the theme topics or main trends of the
LSA model, the topics were interpreted and evaluated by clas-
sifying them into the three categories: economic, environ-
mental, and social. These categories are rooted in the triple
bottom line framework by (Elkington, 1998). The topic clas-
sification was executed for each of the three stakeholders of
the respective companies. As discussed in Section 2.1.1, the
core of the TBL lies in striking a balance between the three
pillars to achieve sustainable development. Rightfully so,
the companies were assessed by how balanced the topics for
each of their stakeholder communication channels were dis-
tributed across the three categories. Therefore, more evenly
distributed topics for each channel, imply a higher degree of
successful sustainability communication.

It is important to note that negative or positive coeffi-
cients in the LSA decomposition are not necessarily meaning
negative or positive attachment to a topic since the basis can
also have negative vectors. What is true is that a higher ab-
solute value usually means a stronger relationship with the
corresponding vector. Therefore, the term adds more value
to the context of the content.

4. Results

4.1. Shareholders
This section will highlight the most important findings of

the LSA analysis. As mentioned, each theme was classified
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Figure 1: Singular value decomposition (retrieved from Kountouri et al. (2019))

into the three categories "economic", "environmental" and
"social" by evaluation and interpreting the 50 terms and their
values that comprise each topic. The following sections will
highlight the most important findings for each stakeholder
for each channel of the respective companies and summa-
rize the topics in a comprehensive manner. For further in-
sights please refer to section A3-A14 of the appendix which
includes tables with all topic themes including five terms with
the highest value. The list with all terms that were used for
interpretation is available in the digital appendix (see A15).

The sample for shareholders consisted of the companies’
annual reports from the years 2019 to 2021. The average
annual report comprised about 320 pages.

As one can see, Audi has the most fluctuation in length,
this is due to the fact that Audi changed its format from 2020
to 2021 from vertical to horizontal which allows more space.
Furthermore, it is to mention that as of 2020 Audi combined
their annual report with their sustainable report. Generally,
Table 2 shows that all companies release annual reports of
similar length with BMW scoring the highest page average of
368 and Audi the lowest with 274.

4.1.1. Mercedes-Benz
The coherence value (CV), which indicates how many

topics are needed to explain the underlaying context of a
text (Table 3), determined 18 topic themes. From the 18
topics, 16 were identified under the economic aspect with
two falling under the environmental classification. There-
fore, about 89% of the annual reports of Mercedes-Benz re-
port on economic aspects and economic performance. The
majority of environmental topics outline the themes financial
performance compliance and reporting, and market value.
Additionally, from Table 3 one can identify that the most fre-
quently listed terms were "finance". "statement" "manage",
"busi" (meaning business, which was shortened due to the

stemming tool) and "market" for environment but also in to-
tal. To understand, how the topics were interpretated into
themes and then classified into topics the following demon-
strates an exemplary interpretation using the 10th highest
terms of topic 1.

Example:

Topic 1: 0.768*"finance” 0.417*"statement",
0.414*"consolid" 0.156*"note" 0.075*"manag"
0.071*"risk" 0.066*"asset” 0.059*"servic" 0.057*"in-
strument" 0.047*"liabil" 0.043*"posit"

All terms are components of a balance sheet that are used
to evaluate a company’s financial performance. Hence, the
theme for topic 1 would be labelled under "financial perfor-
mance" which then will be classified under the economic as-
pect of the TBL since the financial performance focuses on
e.g., investment returns, liquidity and revenue.

When addressing environmental aspects, Mercedes pri-
mary objective lies in reducing carbon emissions and supply
chain changes and/or management. Interesting to mention
is that these terms are listed in combination with compliance.
Thus, it is difficult to determine if these fall under CR or CSR
actions. More so, no topic with social aspects could be iden-
tified

4.1.2. Audi
Through the LSA analysis three topics were identified.

The determined topics were classified into the economic and
social categories, with two belonging to the former. One
of them comprises financial performance with terms includ-
ing "asset", "liabil", "statement", "instrument" and "risk". The
other was identified as business reorientation with terms like
"risk", "manage", "opportunity", "market" and "product". This
can be interpreted as development in new products that can
lead to capturing higher market value. Lastly, the topic con-
cerning social aspects includes "vote", "right", "law", "exceed"
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Table 2: Annual reports

Company 2019 2020 2021 Average
Mercedes-Benz 350 267 348 322
Audi 274 381 138 264
Volkswagen 354 342 398 365
BMW 368 262 353 398

Table 3: Mercedes-Benz shareholders: topic themes

Economic Environmental
Terms with high
frequency "finance", "statement", "manage", "busi", "market" "carbon", "emiss", "market", "vehicle", sustain"

Themes Financial performance, reporting, compliance Carbon emission, change in supply chain
Number of topics 16 (88,9%) 2 (11,1%)

and "human". This was understood as integrating different
stakeholders and exceeding laws and policies which include
human rights. Since the social aspects are defined as actions
contributing to the community, this topic was classified as so-
cial. For better visualization Table 4 summarizes these find-
ings, indicating the identified themes, the highest value terms
and number of topics with overall percentage.

4.1.3. Volkswagen
Results for Volkswagen show a CV of 13 and correspond-

ingly 13 topic themes. All 13 themes were identified as part
of the economic class. Like the companies above, financial
performance was one of the most often identified themes, in
total 7 out of 13 times. Frequent terms being "finaci", "hedg",
"risk", "asset","statement", "tax" and "market”.

Further the themes sales, market and brand value, and
product/ car development were identified (see Table 5).
They were both identified by two topics. Terms for sales
include "sale", "market", "commerci", and "vehicl". The
terms"Brand", "market", "credit" were interpreted for brand
and market value. The two topics outlining car development
contained the terms "car","vehicle", "develop", "passeng", and
"chang".

4.1.4. BMW
For BMW, the CV indicated a topic number of 24. 17 were

classified under the economic aspect and 11 under environ-
mental with none being identified as social. Four of these
topics (topic 3, 4, 15 and 21) overlapping. The overlapping
topics mainly outline how environmental measures such as
reduction in carbon emission in car development or sustain-
able resource (topic 3, 15) use, impact BMW’s financial per-
formance. Again, results show that financial performance is
the most frequent theme, with four topics (topic 1, 7, 9, 10)
being identified as such. Most frequent themes for the en-
vironmental category are sustainable supply chain (2 topics)
and development of sustainable cars/ products. Interestingly,
more diverse themes were found, ranging from carbon emis-
sion footprint of production (topic 11) to alliances and joint
ventures (topic 13). This is because a wider variety of terms

was detected by the LSA. Table 6 shows the most frequent
terms that were determined through the LSA.

4.1.5. Cross-company comparison
As results showed, none of the companies’ annual reports

reflect all three aspects of the triple bottom line. Volkswagen
showed the lowest performance by only representing the eco-
nomic aspect in their annual report (see Table 7). The only
company that had at least one theme classified as social is
Audi. On the other hand, Mercedes-Benz and BMW show
themes in the environmental category. Although, it is im-
portant to mention that BMW demonstrate more balanced
results with 45,8% of its overall topics being classified as en-
vironmental compared to Mercedes’ 11,1%.

4.2. Legislation
In this section, results for sustainability reports and other

NFDs are shown which are considered for the analysis of the
communication between legislation and the respective com-
panies. Overall, the average sustainability report is about
159 pages long. As seen in Table 7, from all companies Mer-
cedes has the lengthiest reports with an average of 232 and
BMW the shortest with about 87 pages. Notably, Volkswagen
has been the most consistent in report length averaging with
103 pages.

4.2.1. Mercedes-Benz
Three topics were defined by the CV. Two of them (topic

1 and 3) were classified as environmental aspects of the TBL
(see Table 8). The first one contains terms such as "sustain",
"manage", "protect", "human", "emiss" and "environment" and
thus, was categorized as sustainability management and en-
vironmental action within the business operation. Topic 3 in-
cludes terms like "manage", "emiss", "product", "sustain", "ma-
terial and "vehicle" which was outlined as the theme devel-
opment of environmental-friendly products. Lastly, Topic 2
was classified under the aspect social outlining the theme em-
ployee protection and work environment. Terms included are
"sustain", "manage", "employee", "human", "train" and "pro-
tection".
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Table 4: Audi shareholders: topic themes

Economic Social
Highest value terms "fianci", "statement", "product", "asset", "risk" "vote", "right", "amount", "attribute", "law"
Identified theme Financial performance, Policies/stakeholder integration
Number of topics 2(66, 7%) 1(33,3%)

Table 5: Volkswagen shareholders: topic themes

Financial performance (topic 1-3, 5, 8, 10, 12) "financi", "asset", "statement", "hedge", "consolid",
Brand and market value (topic 5, 11) "brand", "market", "vehicle",
Sales (topic 4, 9) "sale", "manage", "revenue", "market"
Car / product development (topic 7, 13) "car", "vehicle", "develop", "passeng",

Table 6: BMW shareholders: topic themes

Economic Environmental
Terms with high frequency "finance", "statement", "asset", "busi", "mar-

ket", "risk"
"carbon", "emiss", "market", "service"," ve-
hicle", sustain", "develop"

Most frequent themes Financial performance, reporting, compli-
ance

Carbon emission reduction/ compliance,
change in supply chain, product develop-
ment

Number of topics 17 (54,2% single; 70,8% incl. overlapping
themes)

11 (29,2% single, 45,8% incl. overlapping
themes)

Figure 2: Cross-company comparison of shareholder communication

Table 7: Sustainability reports

Company 2019 2020 2021 Average
Mercedes-Benz 205 193 298 232
Audi 127 381 139 215
Volkswagen 100 97 111 103
BMW 142 74 45 87

4.2.2. Audi
With a CV of 13, four topics (topic 2-4, 8) were classified

as social, another four as environmental (topic 1, 5-7) and
five (topic 9-13) as economic. The environmental themes

mainly outline reduction of carbon emission of business op-
eration and products, while social themes include work cul-
ture and employee right, and forming partnerships with var-
ious partners (see Table 9) Lastly, the five topics classed as
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Table 8: Mercedes legislation: topic themes

Environmental Social
Terms with high frequency “sustain”, “manage”, “protect”, “emiss”,

“employe”
“sustain”, “manage”,” employee”, “compli-
ance”, “risk”

Themes Sustainability management, sustainable
product development

Employee protection, work environment

Number of topics 2 (66,7%) 1 (33,3%)

economic comprise terms like "vehicle", "strategi", "profit",
"busi", "oper" and "suppli". Thus, leading to the interpreta-
tion of the themes production and manufacturing, profitabil-
ity and business strategy. Overall results show a fairly even
representation of all aspects of the TBL in Audi’s sustainabil-
ity communication to legislation actors.

4.2.3. Volkswagen
Results show that 9 topics were identified by the CV of

the LSA. From these, 7 topics were interpreted as aspects of
the environmental class. One of them, Topic 5, was cate-
gorized under both classes, social and environmental, and
outlines the theme environmental action with integration of
the public and partners. Terms include are "human", "busi",
"emiss", "integr", and "partner". Main themes that fall under
the environmental class are sustainable business/ manage-
ment, the implementation of sustainable supply chain man-
agement and environment/ climate-conscious car produc-
tion. Frequent terms of this class include "sustain", "chain",
"suppli, "emiss", "human" and "busi".

Furthermore, the other theme that was identified for the
social category describes the communication and integra-
tion of the public in the company’s actions and performance.
Terms linked to this theme for instance are "inform", "public",
"directly"," complianc", "integr" and "partner" which indicate
that companies disclose their compliance to the public and
consider various stakeholder groups into their business op-
erations.

Lastly, the only theme that was able to be interpreted as
economic is topic 7 which outlines the impact of green fi-
nance and sustainability on the financial performance. This
interpretation was based on the LSA assigning high values to
terms like "financ", "green", "bond" and "portfolio".

4.2.4. BMW
For this group, 17 topics were able to be identified. From

these 14 (topic 1, 2, 4, 6-10, 12-17) have been classified un-
der the environmental aspect of the TBL. Main themes out-
line the reduction of carbon emission and the use of renew-
able energies as well as climate conservation action. Terms
often included in these topics are "emiss", "carbon", reduc",
and climate" (see Table 10) Notably, environmental themes
make up about 80% of the entire data set.

Further topic 13 and 15 have been classified as both eco-
nomic and environmental, were interpreted as conforming
to GRI regulations and reaching climate targets. Reasoning
behind the combined classification is, that from those term

it was not possible to determine whether these are CR or
CSR actions since deciphering the motivation behind the en-
vironmental action was not feasible. Hence, both topics were
given both classifications.

Moreover, two topics of the social classification were iden-
tified (topic 3 and 5) which were interpreted as themes about
employee care and the integration and exchange between
the company and the public. Notable terms belonging to
this group are "societi", "employe", "sustain", and "manage".
Lastly, another economic theme, besides the topic 3 and 5,
was "identified". Topic 11 outlines the theme product pro-
curement and supply chain. Terms linked to it are "target",
"supplier", "purchase", "scope" and "suppli".

4.2.5. Cross-company comparison
Overall, results show that Audi is able to achieve a bal-

ance in addressing all three aspects of the triple bottom line,
with a near equal distribution of the TBL classes (seen in Fig-
ure 3). Important to highlight is that all companies, except
for Mercedes-Benz, address all three aspects to some degree.
From Figure 3 one can see that Volkswagen and BMW show
similar classification distributions. Although the combined
classification of VW refers to the social and environmental
category. Whereas for BMW, it addresses the combination of
environmental and economic aspects.

Notably, for all four companies the environmental aspect
dominated in the legislation communication. Most frequent
theme addressed is the reduction of carbon emission of pro-
duction and vehicles, and climate-conscious production and
supply chain management, and the use of renewable energy.
For the social classification, employee care and work environ-
ment are most frequently addressed as well as the integration
and dialogue with the public and various stakeholders.

Lastly, for the economic side, companies most frequently
address the financial performance and the impact of environ-
mental activities on it.

4.3. Consumers
4.3.1. Mercedes-Benz

As can be seen in Table 12, the UK channel is more ac-
tive than the US channel with about 500 more Twitter posts.
In total Mercedes-Benz’ UK. Twitter account released 6673
posts within the three years whereas the US account posted a
total of 5498 posts. Moreover, from the LSA of US consumers
communication the derived coherence value indicated a topic
number of 3. Two of them were interpreted as economic. Ma-
jority of terms included are names of car models e.g., "gle",
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Table 9: Audi legislation: topic themes

Environmental Social Economic
Terms with high
frequency

“sustain”; “manage”, “em-
ployee”, “emiss”, “develop”

“employee”, “sustain”, “soci-
ety”, “emiss”, “manage”

“vehicle”, “strategi”. “oper”,
“compliance”, “suppli”

Themes Carbon reduction, sustainable
business operation

Work culture, dialogue with
partners, partnerships

Production/manufacturing,
business profitability

Number of topics 4 (30,8%) 4 (30,8%) 5 (38,4%)

Table 10: Volkswagen legislation: topic themes

Environment Social Economic
Terms with high
frequency

“sustain”, “emiss”, “integr”,
“suppli”, “busi”

“employee”, “sustain”, “hu-
man”, “suppli”, “partner”

“green”, “finance”, “frame-
work”, “bond”, ”elig”,

Themes Sustainable business/ supply
chain, climate-conscious prod-
cution, resource/ raw material

Public and stakeholder inte-
gration reporting,

Financial performance with
sustainable actions

Number of topics 7 (66,7% single, 77,8 % com-
bines)

2 (11,1% single, 22,2% com-
bines)

1 (11,1%)

Table 11: BMW legislation: topic themes

Environment Social Economic
Terms with high
frequency

“emiss”, “carbon”, “reduc”,
“climate”, “suppli”

“employe”, “societi”, “man-
age”, “sustain”, “train”

“suppli”, “chain”, “risk”, “sup-
plier”, “gri”

Themes CO2-emission reduction, re-
newable energy, sustainable
supply chain

Employee conditions, integra-
tion & interaction with stake-
holders

Meeting targets in business op-
erations and supply chain

Number of topics 14 (70,6%), 16 (82,3 % com-
bined)

2 (11, 8%) 1 (5,9%), 3 (17,6% combined)

Figure 3: Cross-company comparison of legislation communication

"gclass", and components of cars. Thus, this is construed as
advertisement and promotion of products. Topic 2 describes
customer service with terms such as "team", "custom", and
"assist". Therefore, it was classified under the social aspect
of the TBL.

For the UK consumer channel, a coherence value, and

hence a topic number of 6 was identified. All six topics
fall under the social aspect and outline the theme customer
service and public audience engagement. Most frequent
terms include "team", custom", "service", "reach", "thank",
and "email", indicating communication between customers
and the company is primarily about customer inquiries.
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Table 12: Mercedes- Benz consumers: topic themes

US consumers (n=5498) UK consumers (n=6673)
Economic Social Social

Terms with high
frequency

“gle”, “sclass”, “allnew”, “de-
sign”, “mbambassador”

“team”, “custom”, “hear”,
“sorri”, “assist”

“team”, “service”, “custom”,
“contact”, “please”

Themes New product advertising,
Product innovation

Customer service/ Communi-
cation with community

Customer service/ Communi-
cation with community

Number of topics 2 (66,6%) 1 (33,3%) 6 (100%)

4.3.2. Audi
Audi’s results for its customer communication show that

Audi’s UK Twitter account is almost twice as active as its
US counterpart. In total Audi UK posted 6483 tweets and
Audi US 3712 tweets. For the US channel a CV of 2 was
determined with both topics outlining customer service and
strengthening the relationship to the public. Therefore, the
topics were classed as social. Terms that led to this inter-
pretation are "pleas", "inform", "reach", "thank", "assist" and
"conveni".

Similarly, all identified topic themes for the UK analysis
were classified under the social category. In total the CV in-
dicated 5 topics. All topics include similar terms that also
outline the theme customer service and strengthening public
relations. As seen in Table 13 topics include terms such as
"pleas", "hear", "thank", "assist", and "concern".

4.3.3. Volkswagen
The total number of tweets posted on the US account are

1071 posts which is comparatively a small fraction of the UK
account with 6517 posts. Nevertheless, results show more
variety within the topics of the US sample. With 18 topics
in total, 13 (topic 1, 2, 5-12, 14, 16, 17) of them, making
it almost three quarters of the total, were classified into the
economic category. Most common themes of the 13 topics
are product and brand promotion as well as announcements
of new products. These themes were identified by the high
occurrence of car model names such as "jetta", "tiguan" and
"atla". Besides car models, terms included are "sale", "latest",
"announce", "concept" and "celebrat".

Additionally, three (topic 3, 4, 18) environmental and
two (topic 13, 15) social themes have been identified. Envi-
ronmental themes addressed product changes with environ-
mental impact. Terms that were included are "mobil", "fu-
ture", "electric", "sustain" and "batteri". Both social themes il-
lustrate forming partnerships and integrating various actors
into the research & development process as well as educa-
tional programs. Terms included and used for interpretation
are "join", "hub" "research", "student" and "learn".

In contrast, all 16 topics for the UK channel fall under the
social category with the main theme being customer service
and communication to the public and community, with terms
like "please", "thank", "team", "touch ", and "contact".

4.3.4. BMW
23 topics for the data set for US consumer communi-

cation, 2 themes of the economic category were identified.
Terms of the two topics show that BMW tweet economic con-
tent for sales promotion and information about car models.
Included terms in the topics are "drive", "power", "experi" (see
Table 15) The 21 remaining topics are compiled under the
theme customer service and community engagement.

In contrast, results for consumer communication for UK
indicate that all 26 topics are related to customer service
and community engagement. Frequently listed terms are
"please", "sorri", "thank and "team".

4.3.5. Cross-company and cross-country comparison
Overall, results and data sample show that the compa-

nies’ UK Twitter accounts are more active in releasing higher
quantities of posts. Moreover, it is to highlight that majority
of themes fall under the social aspect of the TBL with the most
frequent theme being customer service. Further, UK Twitter
content differs from US content within each company and
across companies (see Figure 4). For example, does BMW
US address economic and social aspects and BMW UK exclu-
sivley social aspects. Hence, content released in one region
does not automatically correspond with the content of other
regions.

As seen in Figure 4, the majority solely address the so-
cial aspect. Only Volkswagen US results show that all three
aspects are addressed. Important to highlight is that the en-
vironmental aspect is strongly underrepresented with only
Mercedes-Benz US and Volkswagen US addressing environ-
mental aspects.

5. Discussion

The purpose of this study is to investigate how companies
use different channels to communicate sustainability efforts
to different stakeholders. Correspondingly, the LSA method
was applied to examine the communication of four automo-
tive manufacturers. The results show that the companies pri-
marily focus on disclosing its financial performance when ad-
dressing the economic side of the TBL to shareholders. If
environmental elements are mentioned, it is only in corre-
lation to its added value to the company’s financial oper-
ations. This demonstrated tendency to meet performance
targets and communicate them to shareholders is coherent
with what prior research (Miles & Covin, 2000; Schaltegger
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Table 13: Audi consumers: topic themes

US consumer (n= 3712) UK consumers (n=6482)
Social Social

Terms with high frequency “please”, “http”, “best”, “addit”, “assist” “pleas”, “thank”, “look”, “good”, “concern”
Themes Customer service/ inquiries Customer service/ inquiries
Number of topics 2 (100%) 5 (100%)

Table 14: Volkswagen consumers: topic themes

US consumers (n = 1071) UK consumers (n =
6517)

Economic Environmental Social Social
Terms of highest
frequency

“sale”, “suv”, “prod-
uct”, “design”, “an-
nounce”

“future”, electr”,
“sustain”, “drive”,
“develop”

“join”, “design”,
“team”, “hub”,
“learn”

“please”, “team”,
“touch”, “contact”,
“problem”

Themes Product/ brand pro-
motion, new prod-
uct introduction

Product changes
with environmental
impact

Alliances and inte-
gration of different
actors in research &
development

Customer service,
public communica-
tion

Number of topics 13 (72,2%) 3 (16,7%) 2 (11,1%) 16 (100%)

Table 15: BMW consumers: topic themes

US consumers (n=4718) UK consumers (n=6213)
Economic Social Social

Terms with high
frequency

“drive”, “ultim”, “coup”,
“power”, “experi”

“please” “sorri”, “team”, “cus-
tom”, “learn”

“please”, “sorri”, “hear”,
“thank”, “team”

Themes Sales promotion, Test drive Customer service, community
engagement

Customer service, public rela-
tions engagement

Number of topics 2 (8,7%) 21 (91,3%) 26 (100%)

Figure 4: Consumer communication: Cross-country and cross-company comparison

& Burritt, 2018) has revealed. As annual reports are first and
foremost catered to shareholders and investors, disclosing a
company’s financial performance shows to be the most rele-
vant aspect for this group. This is due to the investors’ and
shareholders’ motivation to maximize their own shareholder

value. It can be observed from the analysis’ results that terms
such as "cost", "profit" and "cash" are linked to the economic
aspects. Like Raghubir et al. (2010) and Russo-Spena et al.
(2018) mention, can CSR actions lead to short-term nega-
tive cashflows but can also have a long-term positive effect
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on the company’s value. Companies must therefore proof to
investors that the long-term benefits outweigh its short-term
negative impact on cash flows. Through annual reports can
companies justify their rationale behind taking CSR actions
and highlight to shareholders that sustainable actions can se-
cure the company’s viability and with it its shareholder value.

Moreover, reports are largely being used as a tool in the
decision-making of investors and rating agencies. Companies
are motivated to primarily disclose its financial performance
in regard to CSR as it has a direct influence on cost of capi-
tal. This is because investment decisions are partially based
on what companies disclose (Clarkson et al., 2013; Richard-
son & Welker, 2001). Correspondingly, a possible reason
for companies to focus on financial aspects is that measures
and metrics are more coherent and standardized for financial
performances (Elkington, 2018), which can decrease estima-
tion risk. This facilitates rating agencies in their company
evaluation. Because companies seek to improve their rat-
ing to attract investors and overall increase their reputation
and brand value, setting their focus on financial performance
shows to be the most effective strategy to achieve these tar-
gets.

Interestingly, only Audi touches upon the social aspect by
outlining the importance of integrating various stakeholders
such as legislation into their business decision-making and
operations. It is possible that companies barely address social
or environmental actions in isolation to shareholders because
they might be more interested in what implications CSR ac-
tion have on them instead of the motivation behind it. Hence,
the financial outcome of these actions is emphasized in an-
nual reports in form of cost of capital, profitability and most
importantly its effect on shareholder value.

In contrast to the shareholders communication, results
for the legislation communication indicate a more balanced
communication. All companies, except for Mercedes-Benz,
who merely discloses environmental and economic aspects,
address all three aspects of the TBL.

Notably, the most covered category is the environmental
category. Although it is important to highlight that for this
analysis NFDs were used. Hence, its content and targets are
specifically designed to address sustainability and therefore
all three pillars of the TBL.

The most common themes identified for the environmen-
tal aspect are efforts of reducing carbon emissions in produc-
tion as well as car design, the implementations for more sus-
tainable, climate-conscious supply chains, and the use of re-
newable energy. These results align with prior research that
points out that the automotive industry faces pressure from
stakeholders and stands under intense scrutiny due to being
one of the highest carbon emission producers.

Hence, disclosing efforts in regard to carbon emissions
reduction and climate preservation becomes vital to them to
withstand pressure and conform to expectations from stake-
holders. With policies and regulations in place for carbon
emissions mitigation, companies address these issues in their
NFDs to show compliance and possibly decrease the threat of
new regulations or further compliance costs (Dhaliwal et al.,

2011; Russo-Spena et al., 2018).
Additionally, showing compliance and more so communi-

cating actions to exceed them, by taking steps towards sus-
tainable development throughout the entire supply chain,
builds trust and credibility. As Mann et al. (2021) points
out, building credibility and especially gaining policy mak-
ers’ trust offers companies the opportunity to build relation-
ships with government regulators which possibly allows them
to influence future decision-making regarding environmental
regulations.

Similar to shareholder communication, it was observed
that companies address their financial performance in con-
nection to sustainable action to legislation. Other economic
aspects they address are meeting operational targets. To
gain trust and build credibility, it is essential to report ac-
tions truthfully and authentically (Mish & Scammon, 2010).
Therefore, one can infer from the study’s results that compa-
nies disclose their financial performance and benefits from
CSR actions as they are in its core a business and hence,
strive to stay profitable. Solely reporting CSR actions could
raise skepticism from stakeholders and could be perceived as
inauthentic.

More so, indicating that their business operations can
generate positive outcomes on various levels, for example
financially and environmentally, can increase the company’s
chances of forming alliances with government agencies
(Kang et al., 2016).

The study’s result also show that all companies address
social aspects except for Mercedes-Benz. Though, it must be
noted that the social aspect is overall strongly underrepre-
sented with an average of just 16%. The only company that
has been able to strike a balance and address all aspects in an
equal manner is Audi. The dominant themes that the compa-
nies address are labor practices and fair operating practices.
This shows that companies emphasize on implementing prac-
tices to improve their employees’ work conditions and wel-
fare. Terms such as "health", "employee", and "train" indicate
that the respective companies introduce training programs
for employees and health care policies. This aligns with Elk-
ington (1998) classification of the social bottom line, which
is defined as efforts towards better welfare and fair treatment
of the community and stakeholders.

This study suggests that disclosing labor conditions and
complying to labor policies has a similar effect on legisla-
tion as the compliance to environmental and CR regulations.
If companies showcase efforts towards sustainable and ethi-
cal labor conditions, they can reduce the threat of new and
stricter regulations being imposed on them. Further, this
could attract new talent and improve their reputations as em-
ployers. Hence, CSR reports can additionally serve as recruit-
ment tool by highlighting employee benefits to possible job
seekers.

Equally important to stress is that the length of reports as
well as the quantity of disclosures published does not auto-
matically correlate with greater efforts towards sustainable
development. This could be observed in this study. As an ex-
ample, Mercedes-Benz published the most NFDs, yet it was
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the only company that focused exclusively on environmental
and economic concerns.

According to the consumer communication analysis,
Twitter serves as an instrument to interact and connect with
consumers. In contrast to other channels, companies are able
to interact directly with the targeted stakeholder group. No-
tably, most interactions encompass customer inquiries about
issues and customer service-related matters. Additionally,
results show that the communication is bidirectional with of-
tentimes consumers initiating the conversation by inquiring
about an issue that occurred to them. As a result of con-
necting with customers and responding to their questions,
the company is able to build relationships. The study shows
that Twitter can also serve as a customer service touchpoint
and a forum for Q&A besides sharing information. From a
consumer’s perspective, social media, in this study Twitter,
allows them to become proactive and initiate communi-
cation in contrast to the traditional communication where
interaction is usually initiated by the companies in form of
disclosure releases or posts. It is true that strengthening re-
lationships with consumers and the community falls under
the social bottom line, but a crucial part of the social bottom
line is largely overlooked. Contributions to the community
and social issues like labor conditions are not addressed. A
possible rationale behind this could be that most commu-
nication that outline the social bottom line is initiated by
consumers. Thus, they primarily revolve around customer
service matters.

On the other hand, the results show that for the US eco-
nomic content has been released that primarily focuses on
promoting new car releases or innovations to current mod-
els. This indicates that Twitter is instrumentalized as an ad-
ditional channel for advertising and marketing.

There is a noticeable neglect of environmental aspects of
the TBL. Findings show that environmental aspects are only
addressed in connection to new product released. However,
the values of the term, e.g., "emiss", "carbon", relating to the
environmental bottom line indicate a weak relation between
the terms and the overall context of the topic. The use of
Twitter by companies may be primarily for social interactions
and for strengthening relationships with consumers. There-
fore, it is possible that companies use other platforms such as
Facebook or Instagram for more informational content since
Twitter posts are limited to a maximum of 280 characters
(K. Lee et al., 2013). This makes it difficult to appropriately
address important issues that may require more context and
space than 280 characters allow. As pointed out by S. Lee
and Cho (2011), Twitter can be used to quickly resolve issues
which in turn can be useful for crisis management. This is
seen in this study as companies directly respond to customer
inquiries and can therefore maintain customer satisfaction.

The cross-country analysis implies that the use of SM as
well as the degree of which it is utilized depends on the re-
gion the company wants to reach. Results show that UK con-
sumers are more active and outspoken about issues that oc-
cur. This is seen by the number of Twitter posts collected for
the analysis. The number of tweets from the UK accounts ex-

ceed those of the US account. In addition, it can be inferred
that UK consumers place a higher value on customer service.
Meanwhile in the US emphasize more on informational con-
tent in regard to products and car models. Therefore, compa-
nies evaluate the region they operate in and tailor their com-
munication to different audiences. This makes it interesting
for future research to examine to what degree SM presence
and its focus differ from region to region.

Coming back to Elkington (1998) triple bottom line
framework a company is truly sustainable and committed
to sustainable development if they incorporate all three as-
pects, economic, environmental, and social, into their busi-
ness operations. After applying the framework to this study
and examining each stakeholder channel, the results show
that companies rarely address all three aspects in one chan-
nel. Results show that companies are particularly focused
on one aspect of the TBL, depending on which stakeholder
they wanted to address. It was observed that companies
utilize annual reports to disclose their financial performance
to shareholders who are motivated to increase their own
shareholder value. Meanwhile for legislators, they heavily
reported on environmental aspects such as actions towards
climate preservation and carbon emissions reduction. As
for the communication to consumers, companies focuse on
customer care and building relationships with.

In light of these findings, it can be said that companies se-
lectively communicate parts of sustainability to specific stake-
holder groups. Companies must act with caution as a high
level of selective disclosure can be perceived as manipula-
tive "cherry picking", and only disclosing what is beneficial
to them. This form of greenwashing could in turn severely
damage their reputation (Porter & Kramer, 2006; Siano et
al., 2017).

For this study and its analysis, the assumption was made
that companies use one channel for a specific stakeholder.
With this consideration, the results indicate that only legis-
lation communication was capable of fulfilling the TBL and,
thus, succeeding at communicating sustainability. Neverthe-
less, it is important to stress again that for this stakeholder
group CSR and NFDs were used which are specifically de-
signed to address all aspects of the TBL.

When considering the companies’ communication as total
sum of all their channels it is plausible to recognize that they
attempt to address and communicate the TBL in an equal
manner to stakeholders. Arguably, it is reasonable to suspect
that companies use multiple channels to disclose CSR action
to a stakeholder group which as was not investigated in this
study and should be explored in future research.

5.1. Limitations and Future Research
As this study exclusively focused on textual content, find-

ings cannot be generalized or applied in a larger context to
their entire communication. Results in a different study could
differ if for example images or even special characters are
considered which are disregarded in an LSA. Therefore, fu-
ture research should examine how textual content in connec-
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tion with image content is used in sustainability communica-
tion.

Moreover, this research is restricted by computer-processor
capacities. Data collection and sampling was therefore lim-
ited. A larger sample might yield more nuances and context
to the results.

Nevertheless, this study shows that computer-aided quan-
titative analysis can be a powerful tool for textual context
analysis. Notably, the topics identified by the LSA were after-
wards human-encoded and classified into the three aspects
of the TBL which exposed the results to the risk of bias as
the interpretation of each theme is subjective. Nonetheless,
this study shows that this risk is strongly reduced beforehand
since no preliminary human-encoding is needed which is an
essential step in traditional textual analyses.

Although LSA proves its benefits in this study, LSA is lim-
ited in capturing multiple meanings of a word. This problem
could be overcome by additionally applying a latent dirich-
let allocation method as it enables the detection of multiple
meanings of a word. This would offer new research direc-
tions to widen the use of computer-aided textual analyses in
the field of business ethics.

Because the study solely focuses on the automotive in-
dustry, results might be homogenous and could vary when
applied to other industries. This should be further explored
in future research.

6. Conclusion

The aim of this paper is to examine how companies com-
municate sustainability to different stakeholders. Under the
assumption that companies use one channel for each stake-
holder, a latent semantic analysis has been conducted to ex-
amine the communication of four companies of the automo-
tive industry.

The study offers new insights into company communi-
cation and draws attention to the fact that companies are
still not disclosing all aspects in one communication channel
through their textual content. More so, it shows that com-
panies use specific channels to disclose different aspects of
their company and tailor them to the stakeholder they want
to reach. Findings show that companies emphasize differ-
ent aspects of the TBL when communicating to stakeholders.
For shareholders, its focus is on the company’s financial per-
formance and its implications for shareholder value, there-
fore, addressing primarily the economic bottom line. On the
other hand, environmental issues such as carbon emission re-
duction stand at the forefront of legislation communication.
Lastly, the focus of the consumer communication lies on the
social side of the TBL. In this case, companies prioritize on
connecting with customers and its community through dia-
logue and interactions on social media platforms, here Twit-
ter.

Drawing from the research findings, companies still lack
the capability to address all aspects of the TBL in each chan-
nel. It is crucial for companies to find a way to address all

three aspects of the TBL in all their communication channels
individually and turn away from selectively reporting infor-
mation to specific stakeholders. Otherwise, they run the risk
of severe reputational damage.

This paper expands and contributes to the limited re-
search (Kountouri et al., 2019; Liao et al., 2018; Lock &
Seele, 2015) which applies quantitative methods for con-
tent analyses and offers researchers in fields of ethical busi-
ness and sustainability new method approaches in addition to
traditional qualitative methods. Moreover, it illustrates that
computer-aided content analyses can reduce the risk of bias.
Although further research needs to be conducted in terms of
finding alternatives or extensions to LSA since this method is
still prone to bias during interpretation of the topic outputs.

Lastly, this research highlights the strength of computer-
aided methods that enables large data collection and analysis
in a shorter timeframe. With a strong computer processor,
a substantial amount of data can be collected. This would
enable a cross-industry and multi-channel analysis with far
reaching implications that can be applied to a wide range
of industries and could facilitate companies to successfully
communicate sustainability.
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Flipping the Switch – The Role of Activity Load in Temporal Acquisition Patterns of
Acquiring Firms

Frédéric Herold

University of St.Gallen

Abstract

This study presents evidence on the effect of a firm’s activity load from acquisitions on its temporal acquisition pattern.
Exploiting a panel of the 300 largest Fortune Global 500 firms over the 1990-2010 period, I use a hybrid logit model in which
I regress momentum on activity load. I find that increases in the activity load from acquisitions, on average, reduce a firm’s
likelihood to maintain acquisition momentum. That is, the increase in acquisition activity created by acquisition routines and
cognitive maps of managers translates into a higher activity load until firms face a situation of information overload. Rational
acquirers neutralize this pressure by reducing their acquisition volume which, in turn, decreases the activity load burden.
Moreover, my results reveal that acquirers can switch from targets in a higher-complexity target firm category to targets in a
lower-complexity target firm category to reduce their activity load burden while maintaining overall momentum. Yet, I obtain
ambiguous results when examining heterogeneity in acquirer responses arising from differences in absorptive capacity. With
these findings, my study adds to prior literature on acquisition patterns, strategic momentum, and the interplay between a
firm’s activity load and absorptive capacity.

Keywords: activity load; M&A; momentum; switching behavior; temporal acquisition patterns
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1. Introduction

1.1. Motivational Background
Mergers and acquisitions (M&A) are a phenomenon that

has received substantial attention from scholars and practi-
tioners alike. This is in part due to the plethora of reasons
why firms engage in M&A, which range from entering new
markets and accessing new resources (e.g., Karim & Mitchell,
2000; Lee & Lieberman, 2010) to creating economies of
scale/scope (e.g., Biggadike, 1979; Lee & Lieberman, 2010).
Also, this is in part due to the sobering performance of M&As,
which on average is non-existent or even negative (King et
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al., 2004). Even so, the fascination for and practical impor-
tance of M&A remain unbroken as evidenced by a global
M&A transaction value of USD 3.9tn in 2019 alone (Roume-
liotis & Barbaglia, 2019).

While scholars in the field of M&A have predominantly
studied acquisitions as singular events (S. Chatterjee, 2009),
they have recently also shown a growing interest in acqui-
sition streams (Shi et al., 2012). Scholars who take this
perspective view acquisitions as sequences of interrelated
strategic action that can be actively managed by acquirers
rather than as isolated, exclusively opportunity-driven events
(Schipper & Thompson, 1983; Shi et al., 2012). This interest
manifested itself in a growing body of literature that has fo-
cused on identifying distinct acquisition patterns (e.g., Shi &
Prescott, 2011), their observable properties (e.g., Laamanen
& Keil, 2008; Vermeulen & Barkema, 2002), and their firm-
level performance implications for acquirers (e.g., Laamanen
& Keil, 2008; Shi & Prescott, 2012; Vermeulen & Barkema,
2002).

However, much less attention has been attributed to fac-
tors that explain why firms deviate from their acquisition
patterns. That is, while scholars have examined how such
patterns emerge and why acquirers do follow their patterns
over time (e.g., Amburgey & Miner, 1992), compelling the-
oretical explanations for and empirical evidence on how and
why firms would deviate from their established acquisition
patterns has remained surprisingly scarce. This gap is puz-
zling for two reasons. First, past studies have argued and
found that firms show acquisition behavior that is inconsis-
tent with their past acquisition pattern (e.g., Vermeulen &
Barkema, 2001), indicating that this phenomenon is much
more than a merely theoretical question. Second, deviations
from previously stable acquisition patterns are detrimental
to acquirer performance (e.g., Ellis et al., 2011; Laamanen &
Keil, 2008). Considering these implications, managers, M&A
advisors, and scholars would benefit from better understand-
ing the factors that cause acquirers to systematically deviate
from their established acquisition patterns.

This thesis aims to do exactly that by studying a factor
that is novel to acquisition pattern research: Activity load.
Specifically, I argue that acquisition streams can create high
levels of activity load that overstretch the managerial re-
sources of acquirers and, thus, lead to a situation of ‘over-
load’ (Castellaneta & Zollo, 2015; Laamanen & Keil, 2008;
Vermeulen & Barkema, 2002). This overload results in ‘cor-
porate indigestion’ (Kusewitt, 1985), which induces firms to
deviate from their stable acquisition patterns to alleviate the
strains on their resources. That is, firms can respond in two
ways. They can either switch to acquisitions that create a
lower activity load (e.g., acquire targets that are relatively
less complex to acquire) or decelerate their acquisition pace
(i.e., acquire fewer targets without changing the type of tar-
get acquired). Both responses allow firms to reduce the activ-
ity load from acquisitions, albeit with different implications
for their acquisition patterns. Which response prevails is a
question that can be empirically answered by studying the
effect of activity load on acquisition behavior.

1.2. Focus and Objectives of Thesis
This thesis seeks to bridge the research gap identified in

section 1.1 by presenting empirical evidence on how and why
acquiring firms deviate from their established acquisition pat-
terns. Specifically, by investigating the role of activity load in
this phenomenon, this thesis aims to answer the following
research question:

Research question: How does the activity load from acqui-
sitions cause acquiring firms to deviate from their established
acquisition patterns?

To approach this question, I break it down into three sub-
questions with different objectives as illustrated in Figure 1.
Each subquestion and its objectives are briefly outlined in the
following.

Subquestion 1: How does the volume of acquisitions in an
acquisition stream affect a firm’s acquisition behavior?

With subquestion 1, I investigate how the volume of ac-
quisitions in an acquisition stream affects the acquisition be-
havior of firms. I pursue two objectives with this. First, I
seek to conceptually understand the core mechanism through
which activity load causes firms to deviate from their estab-
lished acquisition patterns. Since activity load is a complex
construct, which consists of a volume and a complexity com-
ponent, this objective is best achieved by isolating the con-
struct’s most intuitive-to-understand component: Acquisition
volume. Thus, the relationship between an acquirer’s acqui-
sition volume and its acquisition behavior will serve as the
baseline effect of activity load in this thesis. Second, build-
ing on this theoretical basis, I aim to empirically confirm the
baseline relationship between acquisition volume and the ac-
quisition behavior of firms. This would already provide a first
answer to my research question and – most importantly – cre-
ate the basis for subsequent analyses of cross-sectional vari-
ation in acquisition behavior.

Subquestion 2: How does a firm’s change in acquisition
behavior vary with the complexity level of acquisitions?

Subsequently, with subquestion 2, I analyze cross-sectional
variation in acquirer responses to activity load with respect
to the complexity level of acquisitions. With this, I want to
reach two objectives. First, from a theoretical standpoint, I
seek to identify externally observable structural target firm
attributes in literature that drive acquisition complexity and,
thus, the activity load of acquirers. With this knowledge, I
can go beyond the baseline effect of acquisition volume and
theorize more nuanced behavioral responses of acquirers to
changes in their activity load. Second, from an empirical
standpoint, I aim to corroborate relevant complexity dimen-
sions and the changes in acquisition behavior they induce.
This allows me to explore the interaction of both activity load
components and provide a more fine-grained answer to my
research question.

Subquestion 3: Which firm-level factors moderate the re-
lationship between activity load and acquisition behavior?

Finally, with subquestion 3, I explore a second source of
cross-sectional variation in acquisition behavior: Structural
characteristics of acquirers. I hope to accomplish two objec-
tives with this. First, as with subquestion 2, I aim to find
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Figure 1: Focus and Objectives of Thesis

firm-level factors in literature that could moderate the rela-
tionship between activity load and the acquisition behavior
of firms. This allows me to fine-tune my theoretical predic-
tions of changes in acquisition behavior by putting the ac-
tivity load from acquisitions in relation to a firm’s capacity
to absorb these acquisitions. Second, I seek to empirically
confirm the effect of these moderators. Through this, I can
corroborate predictions of earlier studies, which argued that
the absorptive capacity of firms can alleviate the effects of ac-
tivity load (e.g., Penrose, 1959). Most importantly, however,
this allows me to gain a holistic understanding of how the
activity load from acquisitions affects acquisition behavior of
firms.

To derive meaningful insights from my empirical analy-
ses, I made three scoping decisions that allow this thesis to
answer the research question while complying with quality
criteria used in business research (Bryman & Bell, 2011).
First, by investigating a firm-level phenomenon, this thesis
focuses on the individual firm as the unit of analysis. Sec-
ond, my causal inference is based on panel data of acquiring
firms and a time-series logit model. This approach accounts
for the fact that acquisition patterns evolve over time (Laa-
manen & Keil, 2008; Shi & Prescott, 2011, 2012). Third,
to ensure generalizability of empirical results, this thesis ex-
ploits a sample1 that covers a 21-year acquisition period of
acquirers listed in the Fortune Global 500 ranking, result-
ing in a sample with a long timeframe and broad industry
scope. Although not without limitations2, the chosen scope
overall allows me to investigate the phenomenon of interest

1 Please refer to sections 3.1 and 6.1 for an illustration of the rationale
behind and limitations of the chosen sample, respectively.

2 See section 6.1 for details.

over a sufficiently long period and exploit a rich sample of
firms which are highly acquisitive.

1.3. Definitions of Key Terms
By examining whether activity load stimulates acquiring

firms to deviate from their established acquisition patterns,
this thesis investigates a research question that builds on four
key concepts: Acquisitions, temporal acquisition patterns,
strategic momentum, and activity load. These key concepts
must be explicitly defined to ensure clarity. Thus, I present
their definitions hereafter.

Acquisition. In line with the Refinitiv Eikon M&A database
(Refinitiv, n.d.), this thesis defines an acquisition as an eco-
nomic transaction between an acquirer and the shareholders
of a target that involves the transfer of ownership rights at
the level of the ultimate parent. This definition allows me to
include all known deals of an acquiring firm in my analysis,
irrespectively of the ownership stake transferred. Through
this, I obtain a realistic measure of a firm’s activity load from
acquisitions, which reflects all acquisition-related activities
that consume firm resources.

Temporal acquisition patterns. Temporal acquisition pat-
terns are sequences/programs of inter-related acquisitions
which are directed at executing a firm’s strategy (Laamanen
& Keil, 2008; Schipper & Thompson, 1983), capturing the
systematic acquisition behavior of firms over time. Literature
has defined temporal acquisition patterns in terms of their
(i) mathematical properties (i.e., acquisition frequency and
variability thereof) (Laamanen & Keil, 2008) and (ii) exter-
nally observable structural target firm attributes (e.g., size,
industry relatedness, or location) (Ellis et al., 2011; Hay-
ward, 2002). I will use the latter definition (i.e., observable
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target firm attributes) in this thesis to ensure comparability
of my results with past studies of strategic momentum.

Strategic momentum. Following Amburgey and Miner
(1992), I define strategic momentum as “[a firm’s] tendency
to maintain or expand the emphasis and direction of prior
strategic actions in current strategic behavior” (p. 335).
Applied to the acquisition context, momentum can help ex-
plain not only why, in general, acquirers are more likely to
engage in subsequent acquisitions if they acquired firms in
the past but also why prior experience in acquisitions of a
specific type (e.g., cross-border acquisitions or acquisitions in
unrelated industries) increases the propensity of acquirers to
keep acquiring targets of the same type (Amburgey & Miner,
1992).

Activity load. A firm’s activity load corresponds to the
level of simultaneous activity in which that firm engages at a
given time (Castellaneta & Zollo, 2015). It is driven by the
number of parallel activities and their respective complexity
(Castellaneta & Zollo, 2015). In the context of acquisitions,
high levels of activity load can create an overload situation
for acquiring firms (Castellaneta & Zollo, 2015) that could
explain deviations from established acquisition patterns.

1.4. Structure of Thesis
This thesis is structured into six sections. Section 1 pro-

vides an entry point into the topic by explicating the under-
lying motivation of this thesis and delineating the research
question, which I break down into three subquestions. In
section 2, I establish the theoretical foundation of this thesis,
based on which I develop my hypotheses. For this, I review
literature on (a) temporal acquisition patterns, (b) strate-
gic momentum, and (c) activity load/absorptive capacity to
gain a complete understanding of the phenomenon of inter-
est and correctly position this thesis in extant literature. To
ensure replicability of my findings, section 3 illustrates the
methodological approach used in this thesis, describing all
data collection and modification steps, the variables, and the
estimation strategy. Subsequently, my descriptive statistics,
empirical results of the hybrid logit model, and robustness
tests are presented in section 4. Section 5 then reconciles my
findings with prior literature, reviewing contributions of this
study to academia and practice, discussing limitations of this
thesis, and highlighting avenues for future research. Finally,
my conclusions are set forth in section 6. Figure 2 summa-
rizes my approach.

2. Theoretical Background

To illustrate my phenomenon of interest and correctly po-
sition this thesis in extant research, I begin this section with
a brief review of the temporal perspective used in acquisi-
tion research, in general, and temporal acquisition patterns,
in particular. Subsequently, I introduce the key concepts of
(a) strategic momentum, (b) activity load, and (c) absorp-
tive capacity that will form the theoretical basis of this the-
sis. Finally, I delineate the mechanism through which activ-

ity load induces acquiring firms to deviate from their estab-
lished acquisition patterns and formally develop my hypothe-
ses, which will be tested in section 4.

2.1. Temporal Acquisition Patterns
Over the last three decades, research on acquisitions and

related fields, such as alliances, has increasingly adopted a
temporal perspective, primarily investigating the performance
effects of time-related constructs and phenomena (Shi et al.,
2012). This rise in popularity has translated into a broad
range of research questions and methodological approaches
used to study these topics (Shi et al., 2012). For example,
extant acquisition research has investigated the timing of ac-
quisitions relative to environmental factors, such as industry
M&A waves (e.g., McNamara et al., 2008), acquisition moves
of competitors (e.g., Carow et al., 2004), non-M&A corpo-
rate development initiatives, such as alliances (e.g., Shi &
Prescott, 2011, 2012), and previous acquisitions of acquiring
firms (e.g., Haleblian & Finkelstein, 1999; Hayward, 2002),
among others. This breadth of research contexts exemplifies
the versatility of the temporal perspective and, thus, helps
explain its frequent adoption in acquisition research3.

One growing literature stream which extensively uses
this perspective has studied temporal acquisition patterns
of firms. These patterns are sequences of interrelated ac-
quisitions which are directed at executing a firm’s strategy
(Laamanen & Keil, 2008; Schipper & Thompson, 1983).
Scholars have studied this phenomenon in different ways.
For instance, in an exploratory study of acquisition patterns,
Shi and Prescott (2011) have developed a pattern taxonomy,
deriving seven distinct patterns and grouping those into three
clusters (i.e., predictable patterns, unpredictable patterns, no
acquisition activity) with different performance implications.
Other studies go one step further and either (a) break down
these acquisition patterns into numerical subcomponents,
such as the rate (or frequency) of acquisitions within a given
period and the variability in this acquisition rate over time
(or rhythm) (e.g., Laamanen & Keil, 2008; Shi & Prescott,
2012; Vermeulen & Barkema, 2002), or (b) identify such pat-
terns based on externally observable target firm attributes,
such as target size4 (e.g., Ellis et al., 2011), industry relat-
edness (e.g., Hayward, 2002), or geographic location (e.g.,
Vermeulen & Barkema, 2002). These distinctions allowed
scholars to develop a more fine-grained understanding of
acquisition patterns and, thus, have frequently been used in
recent acquisition pattern research.

Thus far, extant research on these patterns has intensively
investigated their performance effects for acquiring firms,

3 Relevant streams include organizational learning (e.g., Hayward, 2002),
internationalization processes (e.g., Vermeulen & Barkema, 2002), and
strategic change (e.g., Klarner & Raisch, 2013), to name a few. See Shi
et al. (2012) for a comprehensive review.

4 Although Ellis et al. (2011) did not use the term acquisition pattern, they
de facto study acquisition patterns by analyzing how size-specific acquisi-
tion experience, which acquirers gain throughout their acquisition history
(i.e., acquisition pattern), is related to performance.
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Figure 2: Structure of Thesis

highlighting the practical relevance of this phenomenon.
Specifically, most studies5 find that stable acquisition pat-
terns are associated with positive performance outcomes for
acquiring firms (e.g., Hayward, 2002; Shi & Prescott, 2011),
whereas irregular patterns or deviations from stable patterns
adversely affect the performance of these firms (e.g., Ellis
et al., 2011; Laamanen & Keil, 2008; Vermeulen & Barkema,
2002). To explain these results, studies have primarily drawn
on organizational learning theory and Penrosian resource-
based logic. That is, acquiring firms perform better (worse)
if they acquire targets in predictable (irregular) intervals that
(do not) allow firms to infer correct learnings from prior ac-
quisition experience and codify these in routines (Hayward,
2002; Laamanen & Keil, 2008; Shi & Prescott, 2011), refrain
from applying (attempt to transfer) the same acquisition rou-
tines to dissimilar target firms (Ellis et al., 2011), and more
evenly use (abruptly exceed) the limited capacity of their
managers (Laamanen & Keil, 2008; Shi & Prescott, 2011).
Considering these striking differences in acquirer perfor-
mance, one would thus expect scholars to have dug deeper
into factors that explain the emergence of and deviation from
stable acquisition patterns.

However, as shown in Figure 3 our understanding of the
antecedents of temporal acquisition patterns remains rather
limited, indicating a substantial gap in acquisition research.
This might, at first glance, seem surprising given the myr-
iad of factors that scholars found to influence acquisition be-

5 Shi and Prescott (2012) argue that firms need to strike a balance be-
tween the high internal coordination costs of unpredictable patterns and
the flexibility to engage in sudden acquisition opportunities, predicting
an inverted u-shape relationship between temporal rhythm and acquirer
performance. However, using a single-industry sample, they acknowl-
edge the limited generalizability of their results.

havior of firms. Yet, a closer look at the literature on an-
tecedents of acquisition behavior reveals that this discrep-
ancy likely arises from two different research questions to
which scholars have devoted unequal levels of attention: (a)
What makes some firms acquire more than others (i.e., dif-
ferences in acquisitiveness) and (b) what causes the emer-
gence of and deviation from acquisition patterns (i.e., tem-
poral acquisition patterns). Specifically, scholars have ex-
tensively focused on the first research question, discussing
the role of a vast array of antecedents of acquisition behav-
ior. These antecedents cover factors on the individual/team
level, such as CEO characteristics (e.g., A. Chatterjee & Ham-
brick, 2007; Gamache et al., 2015; Malmendier & Tate, 2008;
Seo et al., 2015) and changes within the acquiring firm’s top
management team (TMT) (e.g., Shi et al., 2017); acquiring
firm level, such as a firm’s ambition level (e.g., Haleblian et
al., 2017; Kim et al., 2015) and past growth history (e.g.,
Kim et al., 2011); and environmental level, such as imita-
tion of other firms’ acquisition behavior (e.g., Baum et al.,
2000; Haunschild, 1993; Haunschild & Beckman, 1998) and
the culture-/industry-specific context of acquiring firms (e.g.,
Bertrand et al., 2019), for instance. However, only few stud-
ies have attempted to answer the second research question.
These studies (e.g., Amburgey & Miner, 1992) have found
that past acquisition behavior helps explain how temporal
acquisition patterns emerge and why firms systematically ad-
here to their patterns over time, complementing prior re-
search on acquisitiveness. Yet, it appears that no study that
focused on antecedents of acquisition behavior has investi-
gated possible factors that cause acquiring firms to system-
atically deviate6 from their established acquisition patterns.

6 Systematic deviations are permanent shifts in acquisition behavior (e.g.,
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Figure 3: Research Gap in Literature on Antecedents of Temporal Acquisition Patterns

This thesis thus seeks to bridge this gap by introducing activ-
ity load as a new concept to acquisition pattern research.

2.2. Strategic Momentum
Scholars in the field of organizational science introduced

the concept of strategic momentum four decades ago. Defin-
ing “momentum as the tendency [of firms] to maintain or
expand the . . . direction of prior strategic actions in cur-
rent strategic behavior” (Amburgey & Miner, 1992, p. 335),
early studies of strategic momentum primarily investigated
this concept in the context of organizational change (e.g.,
Kelly & Amburgey, 1991; Miller & Friesen, 1980) and inno-
vation (e.g., Miller & Friesen, 1982), obtaining remarkably
consistent results. For instance, scholars of organizational
change found not only that firms are more likely to imple-
ment changes that are consistent with their adopted strategic
and structural orientation (Miller & Friesen, 1980) but also
that firms which experience strategic changes of one type
(e.g., a change from a generalist strategic orientation to a
specialized orientation) keep making strategic changes of the
same type (Kelly & Amburgey, 1991). Likewise, studies of in-
novation patterns of firms showed that past innovation prac-
tices evolve in the same direction (Miller & Friesen, 1982),
corroborating that actions of one type increase the likelihood
of subsequent similar actions (Haleblian et al., 2006) and

an acquiring firm that previously acquired large targets now switches to
small targets). As I will explain in sections 2.3 and 2.4, such a pattern
shift involves substantial costs and, thus, can likely not be explained by
antecedents of acquisition behavior that primarily explain differences in
the number and volume of acquisitions. If firms are influenced by these
factors, it thus appears more likely that firms simply adjust the number
of deals and deal volume instead of changing their patterns.

that the concept of momentum can hold in multiple research
settings.

Building on these early studies, Amburgey and Miner
(1992) applied the concept of momentum to the context
of acquisitions, showing that momentum can help explain
acquisition behavior, in general, and the emergence of ac-
quisition patterns, in particular. For this, they distinguished
between three different types of momentum: Repetitive
momentum (the tendency to repeat past strategic actions),
positional momentum (the tendency to maintain or extend
current strategic positions), and contextual momentum (the
influence of contextual features on strategic actions). Using
a multivariate point process model, the authors found em-
pirical support for the existence of repetitive and contextual
momentum. Specifically, they observed that past experience
in acquisitions of one type, such as horizontal acquisitions,
increases the propensity of acquirers to engage in subsequent
acquisitions of the same type (repetitive momentum), while
acquirers with a decentralized structure are more likely to
pursue diversification acquisitions (contextual momentum).
Although Amburgey and Miner (1992) could only partially
confirm the existence of positional momentum7, their study
was the first to show that firms follow acquisition patterns
that are consistent with past experiences, expanding prior
research on strategic momentum.

To explain their results, Amburgey and Miner (1992) re-
sorted to organizational learning theory and theories of man-
agerial cognition. Specifically, they argued that, by acquiring

7 Firms with a diversified position in multiple product markets tend to ex-
pand their current position through further product market diversifica-
tion acquisitions. However, conglomerate firms do not seem to engage in
further conglomerate acquisitions (Amburgey & Miner, 1992).
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targets of a certain type, acquirers accumulate type-specific
acquisition experience, which (a) leads to the formation of
type-specific acquisition routines and (b) positions these tar-
gets more centrally in the cognitive maps of managers. Both
concepts explain the creation of acquisition momentum, al-
though for different reasons. Routines, on the one hand, “are
programs of action that . . . [formalize an organization’s] ex-
perience . . . with a particular task” (Haleblian et al., 2006,
p. 358), constituting a key element of organizations (Cyert
& March, 1963; Nelson & Winter, 1982). They are formed
through repeated actions, which allow organizations to build
up competence and confidence in executing these actions,
creating an incentive to repeat learned behaviors (Collins et
al., 2009) and, thus, momentum (Amburgey & Miner, 1992).
In other words, through routines, “an organization under-
takes . . . activities . . . because it knows how to [execute
these activities]”8 (Amburgey & Miner, 1992, p. 336). In
the context of acquisitions, routines encompass “templates
for selecting . . . [specific] targets or [post-integration]
guidelines” (Haleblian et al., 2006, p. 358) and therefore
help explain type-specific acquisition momentum (Amburgey
& Miner, 1992). Cognitive maps, on the other hand, refer to
the shared mindsets of managers. They are shaped by ex-
periences in certain strategic actions, such as acquisitions of
targets of a specific type, inducing a preference for these ac-
tions (Amburgey & Miner, 1992). That is, once managers
build up experience with targets of a specific type, these tar-
gets "[take] a more central role in [their] . . . cognitive
[maps and, thus, are] . . . more likely to be seen as an
appropriate [strategic action]" (Amburgey & Miner, 1992, p.
337). Both concepts therefore corroborate that acquisitions
are subject to inertial pressures, promoting acquisitions of fa-
miliar target types (i.e., more exploitation) while reducing an
acquirer’s likelihood to buy less-known target types (i.e., less
exploration) (Collins et al., 2009).

As presented in Table 1, research on acquisition patterns
has frequently adopted the reasoning of Amburgey and Miner
(1992) and extensively studied momentum as a firm-level
explanation of acquisition behavior, substantiating the repet-
itive momentum hypothesis. One set of studies, for example,
explored overall acquisition momentum, finding that prior
acquisition experience, in general, increases the likelihood
of subsequent acquisitions (Haleblian et al., 2006). Other
studies chose a more fine-grained perspective by differen-
tiating between externally observable target firm attributes.
In a study of local expansion patterns of firms, for example,
Baum et al. (2000) showed that firms are more likely to ac-
quire targets that have attributes similar to those of previ-
ously acquired targets. Likewise, Collins et al. (2009) found
that prior experience in cross-border acquisitions increases
the likelihood of firms to engage in further acquisitions of

8 Seminal studies of routines (e.g., Levitt & March, 1988; Nelson & Winter,
1982) emphasize that this “learning process is largely independent of the
performance outcomes of prior experiences” (Haleblian et al., 2006, p.
357) since positive outcomes are interpreted as evidence of successful
actions while negative outcomes are attributed to external circumstances
or poor execution of routines (Amburgey & Miner, 1992).

that type, corroborating that repetitive momentum holds in
a cross-border acquisition context. Both sets of studies there-
fore found a positive relationship between prior acquisition
experience and subsequent acquisition activity – a result con-
sistent with predictions of momentum theory.

However, this consensus has been challenged recently.
Albeit in the context of organizational change, Beck et al.
(2008) found that firms exhibit behavior opposite to the
repetitive momentum hypothesis, providing both theoreti-
cal and methodological explanations for their observation.
From a theoretical viewpoint, the authors argued that prior
change enables firms “to refine the content of organizational
procedures . . . [and] routines that govern change pro-
cesses” (p. 428) which reduces the need for subsequent
change, although they did not directly measure this mech-
anism. Methodologically (and more dramatically), Beck
et al. (2008) showed that accounting for unobserved time-
invariant heterogeneity on the firm level reverses the direc-
tion of the momentum effect (i.e., prior change triggers a
deceleration in further change of the same type, not an ac-
celeration). They confirmed their observations with three
datasets in different research settings, indicating that past
studies of momentum, which mostly use random effects mod-
els, have likely reported biased results. Moreover, Vermeulen
and Barkema (2001) presented findings in a cross-border
acquisition context that are similar to those of Beck et al.
(2008). That is, after including firm fixed effects in their
logit model, Vermeulen and Barkema (2001) showed that
prior cross-border acquisitions trigger a deceleration in fur-
ther cross-border acquisition activity9, demonstrating that
the results of Beck et al. (2008) are equally relevant for
scholars who study acquisition patterns. Both studies thus
challenge the repetitive momentum hypothesis and reveal a
major gap in momentum research that, I argue, can (at least
partially) be closed by introducing the concept of activity
load to momentum research.

2.3. Activity Load and Absorptive Capacity
Like strategic momentum, the concepts of activity load

and absorptive capacity are not new to management research.
Specifically, both date back to early studies of organizational
behavior (Simon, 1945) and growth (Penrose, 1959), play-
ing a particularly crucial role in Penrose’s The Theory of the
Growth of the Firm. In her study, Penrose (1959) has argued
that the capacity of managers to engage in activities of firms
(i.e., their absorptive capacity) is limited10, essentially refer-
ring to Simon’s (1945) idea of ‘bounded rationality’ accord-
ing to which managers have a finite capacity to process infor-
mation11. To grow, however, a firm needs its managers to en-

9 The authors report the increase in cross-border greenfield investments as
an inverse proxy for the deceleration in cross-border acquisitions.

10 That is, “there is plainly a physical maximum to the number of things any
individual or group of individuals can do” (Penrose, 1959, p. 41).

11 As Penrose (1959, p. 15) notes, “the general view . . . set forth here does
not differ fundamentally from the concepts . . . of Simon [(1945)]”.
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Table 1: Overview of Studies of Strategic Momentum

Repetitive
Study Literature Key Finding Momentum

Stream Hypothesis
Confirmed

Miller and Friesen
(1980)

Organizational
Change

Organizations generally implement
changes that are consistent with their
adopted strategy and structure. However,
periods of substantial reversal can occur if
excesses / problems become dominant.

Partially(a)

Miller and Friesen
(1982)

Innovation Past innovation practices of proactive inno-
vators (entrepreneurial firms) and reactive
innovators (conservative firms) keep evolv-
ing in the same direction.

Yes

Kelly and Amburgey
(1991)

Organizational
Change

Firms which experience strategic changes of
one type are more likely to pursue similar
changes in the future.

Yes

Amburgey and
Miner (1992)

Acquisition Pat-
terns

Past experience in mergers of one type in-
creases the number of subsequent mergers
of the same type.

Yes

Baum et al. (2000) Acquisition Pat-
terns

Building on prior experience, firms are more
likely to acquire targets which are similar
to previously acquired targets than targets
which are dissimilar.

Yes

Vermeulen and
Barkema (2001)

Acquisition Pat-
terns

Increases in cross-border acquisitions de-
crease the likelihood of engaging in subse-
quent cross-border acquisitions.

No

Haleblian et al.
(2006)

Acquisition Pat-
terns

Prior acquisition experience, positive per-
formance feedback, and their interaction all
increase the likelihood of engaging in subse-
quent acquisitions.

Yes

Beck et al. (2008) Organizational
Change

Prior changes trigger a deceleration of fur-
ther changes of the same type.

No

Collins et al. (2009) Acquisition Pat-
terns

Prior acquisition experience in cross-border
acquisitions increases the likelihood of en-
gaging in subsequent cross-border acquisi-
tions.

Yes

Notes: (a) This study finds an oscillation pattern. That is, periods of momentum alternate with periods in which a firm’s direction of change reverses.

gage in growth-promoting activities12 that consume their lim-
ited capacity (i.e., to shoulder the load imposed by these ac-
tivities). By synthesizing these two premises, Penrose (1959)
concludes that the growth of a firm depends on how much of
the managerial capacity available to the firm is consumed by
growth-promoting activities, with the available managerial
capacity setting the upper growth limit. In fact, the inter-
play between the availability and consumption of managerial
capacity is so central to her theory that Penrose (1959) even
calls it the ‘fundamental ratio’13. The concepts of activity load

12 Growth-promoting activities refer to what Penrose (1959) called “the cre-
ation and execution of plans for expansion” (p. 46).

13 Penrose (1959) defines this ratio as “the ratio between the managerial
services available [emphasis added] for expansion and the managerial
services required [emphasis added] per dollar of expansion” (p. 175).

and absorptive capacity thus represent two sides of the same
coin, adding to our understanding of organizations only in
combination with each other.

Later studies have extended the early work of Penrose
(1959), defining activity load as the level of simultaneous
activity in which a firm engages at a given time (Castellan-
eta & Zollo, 2015) and distinguishing between two differ-
ent drivers of a firm’s activity load. This new distinction led
to the emergence of two complementary perspectives in ac-
tivity load research (Castellaneta & Zollo, 2015). One set
of studies (e.g., Barkema & Schijven, 2008; Castellaneta &
Zollo, 2015), for instance, has considered the concept of ac-
tivity load from a purely quantitative view, the computation
perspective, equating a firm’s activity load with the num-
ber of simultaneous activities in which its managers engage
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(first driver) (Castellaneta & Zollo, 2015). That is, firms
bear a higher activity load if they, ceteris paribus, engage in
a higher number of parallel activities. However, although
this purely quantitative perspective offers compelling advan-
tages, such as ease of empirical measurement, to scholars, it
abstracts from the fact that activities can vary with respect
to the amount of time and effort managers need to invest in
them (Castellaneta & Zollo, 2015) and, thus, how much man-
agerial capacity they consume. To bridge this gap, a second
set of studies (e.g., Daft & Weick, 1984; Zorn et al., 2019) has
adopted a different view of the activity load concept – the in-
terpretation perspective. According to this view, the activity
load of a firm varies with the level of difficulty its managers
face in interpreting the information associated with the ac-
tivities they pursue, depending on the level of complexity14 of
these activities (second driver) (Castellaneta & Zollo, 2015).
In other words, firms bear a higher activity load if they, ce-
teris paribus, pursue activities that are more complex. Taken
together, both perspectives show that activity load is a multi-
faceted concept that can only be fully understood once bro-
ken down into its components of volume and complexity.

Irrespectively of the activity load perspective adopted by
these studies, they have unanimously argued that high lev-
els of activity load can create problems for firms. That is,
once the activity load of firms exceeds their absorptive capac-
ity, which equals the maximum level of activity that a firm
can simultaneously absorb, these firms face a situation of
information overload (Castellaneta & Zollo, 2015). In such
a situation, firms are overwhelmed by the amount and/or
complexity of the information they need to digest (Castel-
laneta & Zollo, 2015). This makes them less able to infer
correct learnings from past experience (Haleblian & Finkel-
stein, 1999; Hayward, 2002) due to ‘time compression disec-
onomies’ (Dierickx & Cool, 1989), reduces their capacity to
absorb further activities (Vermeulen & Barkema, 2002), and
– especially in the acquisition context – causes ‘corporate in-
digestion’ (Kusewitt, 1985). Building on this logic, scholars
in the field of M&A have argued that an overload situation
is particularly likely in the context of acquisitions (Castellan-
eta & Zollo, 2015), drawing on both activity load perspec-
tives. On the one hand, “[acquiring] firms frequently engage
in multiple acquisitions to execute their strategy” (Laama-
nen & Keil, 2008, p. 663), often managing a high volume
of activities in parallel (computation perspective) (Castellan-
eta & Zollo, 2015). On the other hand, acquisitions them-
selves are strategic activities and, thus, “particularly complex
..., making information overload more likely” (interpretation
perspective) (Castellaneta & Zollo, 2015, p. 142). In sum,
research on activity load has agreed on the fact that overload
can create considerable problems for firms and highlighted

14 I acknowledge that the level of interpretation difficulty can also depend
on the “uncertainty, ambiguity, novelty, ... and intensity” of activities
(Castellaneta & Zollo, 2015, p. 142). However, given that prior liter-
ature on activity load has mostly differentiated activities by their com-
plexity (e.g., Castellaneta & Zollo, 2015; Collins et al., 2009; Ellis et al.,
2011; Zorn et al., 2019), I follow this route to ensure comparability of
results.

the relevance of information overload in the context of ac-
quisitions.

Scholars generally agree that a firm’s absorptive capac-
ity cannot be easily expanded in the short run15 (Penrose,
1959; Shaver, 2006). Yet, research has shown that some
firm-level factors can alleviate the strains imposed by high
levels of activity load. For this, studies have differentiated
between three groups of factors. First, one stream of re-
search (e.g., Kusewitt, 1985; Laamanen & Keil, 2008; Pen-
rose, 1959) has stressed the importance of structural features
of acquiring firms, such as size or organizational structure,
in alleviating the burden imposed by high levels of activity
load. Following Penrosian resource-based logic, these stud-
ies have argued that a larger size allows acquirers to not only
access a larger pool of managerial resources but also benefit
from more “[specialized] structures and processes for man-
aging acquisitions” (Laamanen & Keil, 2008, p. 666) – two
ways that cushion the effects of high activity load. Since “de-
centralization is equivalent to [an increase] . . . in the
input of managerial services" (Penrose, 1959, pp. 49-50),
scholars have hypothesized a firm’s structure to yield effects
similar to those of firm size, although empirical evidence on
this has remained rather scarce. Second, another research
stream (e.g., Castellaneta & Zollo, 2015; Laamanen & Keil,
2008) has emphasized the role of prior acquisition experi-
ence. Drawing on organizational learning theory, these stud-
ies have stressed that, through repetition of activities, firms
build routines that allow them to reduce the attention man-
agers consciously need to devote to these activities16 (Ocasio,
1997) – a process that frees up managerial capacity (Castel-
laneta & Zollo, 2015; Laamanen & Keil, 2008). Third, a final
set of studies (e.g., Zorn et al., 2019) has highlighted that
the activity capacity available to acquirers also depends on
the managerial capacity of the target firm. Specifically, Zorn
et al. (2019) have presented evidence which shows that re-
taining target firm executives after the acquisition can allevi-
ate the strains imposed by a high activity load, arguing that
TMT retention increases the managerial capacity available
for integration activities. Overall, these firm-level factors
have strongly contributed to a more nuanced understanding
of the effects of high levels of activity load than the concept
of activity load alone.

As presented in Table 2, studies of activity load have ex-
tensively investigated the performance implications of infor-
mation overload for acquirers, obtaining mostly consistent
results. These studies have frequently stipulated and found
a negative linear relationship between the activity load and

15 Penrose (1959) argues that firms can only expand their activity capac-
ity over time since “existing managerial personnel provide services that
cannot be provided by personnel newly hired from outside the firm . . .
because the experience they gain from working within the firm and with
each other enables them to provide services that are uniquely valuable
for the operations of [that firm]” (pp.41-42). Shaver (2006) agrees, stat-
ing that “the capacity effect is not necessarily binding in the long term
because of the firm’s ability to increase capacity” (p. 966).

16 That is, managers switch from controlled processing to automatic pro-
cessing of activities, saving cognitive capacity (Ocasio, 1997).
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firm-level performance of acquirers, covering a wide array
of research contexts, such as post-merger integration (PMI)
(Barkema & Schijven, 2008; Shaver, 2006; Zorn et al., 2019)
and acquisition programs (Kusewitt, 1985; Laamanen & Keil,
2008). Yet, a closer look at the literature reveals differences
in the extent to which both activity load perspectives have
been researched by scholars. For instance, extant literature
has predominantly explored the effects of acquisition volume
and complexity in isolation (e.g., Barkema & Schijven, 2008;
Castellaneta & Zollo, 2015; Kusewitt, 1985; Vermeulen &
Barkema, 2002; Zorn et al., 2019), mostly finding a nega-
tive linear relationship17 between activity load and firm per-
formance with moderately large effect sizes18. By contrast,
studies which examine the joint effect of acquisition volume
and complexity (e.g., Laamanen & Keil, 2008) have been
scarce and only partially substantiated the existence of that
effect19. Overall, despite these differences in perspective, ex-
tant research has demonstrated that activity load has impor-
tant performance implications for acquirers.

However, Table 2 also clearly shows that extant liter-
ature has largely abstracted from firm-level consequences
other than performance. For instance, only few studies (e.g.,
Barkema & Schijven, 2008) have examined that overload
can also trigger a restructuring response of acquiring firms.
Specifically, building on the behavioral theory of the firm
(BTF) (Cyert & March, 1963; March & Simon, 1958; Simon,
1945), Barkema and Schijven (2008) have argued that ac-
quirers initially seek solutions to integration problems within
target firms (i.e., local search) but eventually need to cut
complexity through restructuring (i.e., distant search) since
the cumulative inefficiencies from past integrations create an
overload situation. Their empirical results, which show that
the number of acquisitions since an acquirer’s last restruc-
turing is positively related to that firm’s likelihood to engage
in renewed restructuring, support their logic. Likewise, evi-
dence on the relationship between activity load and acqui-
sition behavior of firms remains surprisingly scarce. That
is, although one would intuitively expect high levels of ac-
tivity load to affect the acquisition behavior of firms (e.g.,
stop in acquisitions due to indigestion - Kusewitt, 1985), no
study has – to the best of my knowledge – hitherto inves-
tigated whether activity load influences acquisition behav-
ior. This thesis therefore aims to complement prior activity

17 Barkema and Shijven’s (2008) study is an exception since it only exam-
ines activity load as a moderating variable, corroborating that a higher
number of acquisitions strengthens the inverted u-shape relationship be-
tween the number of acquisitions since an acquirer’s last restructuring
and firm-level performance of the acquirer.

18 For instance, Castellaneta and Zollo (2015) find that an activity load in-
crease (i.e., increase in the number of private equity (PE) investments)
by one standard deviation reduces an investment’s IRR by ten percent
(computation perspective). Likewise, Zorn et al. (2019) observe a USD
217m drop in the market value of acquirers with an asset book value of
USD 1bn for each additional nested target within (i.e., higher complexity
of) the focal target (interpretation perspective).

19 Specifically, Laamanen and Keil (2008) find a significant effect for the
product term of acquisition rate and program scope but not for the prod-
uct term of acquisition rate variability and program scope.

load research, which is summarized in Figure 4, by studying
whether activity load can help explain acquisition behavior
of firms, in general, and deviations from temporal acquisi-
tion patterns, in particular.

2.4. Synthesis and Hypothesis Development
I derive three essential insights from reviewing the liter-

ature. First, acquisition pattern literature exhibits a gap in
research on antecedents which explain systematic deviations
from established acquisition patterns – despite a myriad of
factors that are known to influence differences in the acquis-
itiveness of acquiring firms. Second, research on momen-
tum converged towards a clear consensus on the repetitive
momentum hypothesis, which, however, was both theoreti-
cally and methodologically challenged by recent studies (e.g.,
Beck et al., 2008). Third, studies of activity load have exten-
sively investigated performance implications of high levels
of activity load for acquirers, largely abstracting from alter-
native firm-level consequences, such as restructuring (e.g.,
Barkema & Schijven, 2008) and, in particular, changes in ac-
quisition behavior.

By combining these insights, I argue that high levels of
activity load cause acquiring firms to systematically deviate
from their established acquisition patterns. If true, this re-
lationship could explain acquisition behavior opposite to the
repetitive momentum hypothesis. To validate this idea, I fol-
low a three-step approach hereafter, with each step answer-
ing one of the subquestions shown earlier in Figure 1. First,
I examine how the volume of acquisitions affects acquisition
behavior – a relationship that solely draws on the logic of the
computation perspective and, thus, serves as a good base-
line effect of activity load. Second, I analyze how this base-
line effect varies with the complexity of acquisitions, explor-
ing the joint effect of volume (computation perspective) and
complexity (interpretation perspective). Third, I investigate
whether and how the absorptive capacity of acquirers, which
I proxy in two different ways (i.e., acquirer size and organi-
zational structure), alleviates the effect of activity load. By
following these three steps, I can disentangle the effects of
each activity load driver and develop a nuanced understand-
ing of how activity load affects the acquisition behavior of
firms. Figure 5 summarizes my approach.

2.4.1. Baseline Effect: Acquisition Volume
A change in acquisition behavior is the final step in a

dynamic process in which firms face an overload situation
caused by high levels of activity load. This process starts
with the build-up of acquisition experience which acquirers
gain from each acquisition they pursue (Haleblian & Finkel-
stein, 1999; Hayward, 2002), allowing them to successively
build up the knowledge of and skills for managing acquisi-
tions20 (Laamanen & Keil, 2008). Over time, this accumula-

20 I assume that the time intervals between individual acquisitions are nei-
ther too short nor too long because too short (long) intervals make it
harder (uneconomical) for firms to infer correct learnings from (codify)
past acquisition experience (Hayward, 2002; Laamanen & Keil, 2008).
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Table 2: Overview of Studies of Activity Load and Activity Capacity

Study Literature Key Finding Activity Load Firm-Level
Stream Perspective Consequence

Penrose (1959) Organizational
Growth

The growth of a firm is deter-
mined by the managerial services
available to that firm and those
consumed by expansion activities.

- -

Kusewitt (1985) Acquisition
Programs

A high number of acquisitions
within a short time can lead to
indigestion problems and is neg-
atively associated with acquirer
performance. Targets of large rel-
ative size and from unrelated in-
dustries are also negatively related
to performance. A larger acquirer
size and decentralized structure
potentially alleviate this burden.

Computation
and
Interpretation(a)

Performance

Vermeulen and
Barkema (2002)

International
Expansion

A high/temporally concentrated
number of new subsidiaries and a
broad product/ geographic expan-
sion scope create an overload that
reduces a firm’s absorptive ca-
pacity, weakening the positive re-
lationship between international
expansion and firm performance.

Computation
and
Interpretation(a)

Performance

Shaver (2006) Post-Merger
Integration

The limited cognitive capacity of
managers can constrain the real-
ization of synergies in the PMI
phase.

- Performance

Barkema and
Schijven (2008)

Post-Merger
Integration

The number of acquisitions since
a firm’s last restructuring is
positively (negatively) related
to further restructuring (perfor-
mance). A higher acquisition
intensity (more acquisition ex-
perience) strengthens (weakens)
this effect.

Computation Performance
and Restruc-
turing

Laamanen and
Keil (2008)

Acquisition
Programs

A high volume/uneven temporal
distribution of acquisitions can
overstrain the limited cognitive
capacity of managers and inhibit
the build-up of additional ca-
pacity, both being negatively re-
lated to acquirer performance.
A broader, more complex acqui-
sition program scope strengthens
the negative effect of a high acqui-
sition volume. A larger acquirer
size and prior acquisition experi-
ence can weaken the negative ef-
fect of surges in acquisitions.

Computation
and
Interpretation(b)

Performance

(Continued)
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Table 2—continued

Castellaneta and
Zollo (2015)

Organizational
Learning

A higher number of parallel PE in-
vestments (over-)saturates man-
agers’ limited attention capacity
and is inversely related to PE in-
vestment returns. Prior acquisi-
tion experience can weaken this
negative effect.

Computation Performance

Zorn et al.
(2019)

Post-Merger
Integration

Nested acquisitions are more com-
plex and, thus, require more man-
agerial capacity than non-nested
ones, reducing post-acquisition
performance. Retaining TMT
members of the focal target weak-
ens this negative relationship.

Interpretation Performance

Notes: Study investigates computation and interpretation perspective (a) seperately or (b) jointly and seperately.

Figure 4: Determining Factors and Firm-Level Consequences of Overload

tion of acquisition experience leads to the formation of acqui-
sition routines and a more central positioning of acquisitions
in the cognitive maps of managers, creating repetitive mo-
mentum, which incentivizes firms to repeat learned behav-
iors and, thus, engage in further acquisitions (Amburgey &
Miner, 1992). A higher number of subsequent acquisitions,
however, directly translates into a higher activity load since
acquirers not only need to integrate an ever-growing number
of targets from past deals but also – in parallel – refill their
deal pipeline by screening for and negotiating with poten-
tial targets to maintain acquisition momentum. In fact, the
inertial pressures of momentum often are so pervasive (Am-
burgey & Miner, 1992; Miller & Friesen, 1980, 1982) that
the steady increase in acquisition activity driven by momen-

tum likely persists until the activity load from acquisitions
exceeds the absorptive capacity of acquirers, creating a situ-
ation of information overload (Castellaneta & Zollo, 2015).
As the strains of information overload are instantly felt by
managers and, thus, must be immediately acted on, I expect
the cognitive burden borne by managers in such a situation,
ceteris paribus, to dominate the inertial pressures of momen-
tum, forcing acquirers to reduce the activity load from ac-
quisitions21. The simplest way for them to achieve this is
by reducing their acquisition volume in the subsequent pe-
riod – a change in acquisition behavior that would not only

21 Expanding a firm’s managerial capacity is not an option since it cannot
be easily expanded in the short run (Penrose, 1959; Shaver, 2006).
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Figure 5: Key Relationships and Tested Hypotheses

allow acquirers to process their backlog of ‘undigested’ acqui-
sitions (Kusewitt, 1985) but also correspond to a discontinua-
tion in acquisition momentum (Beck et al., 2008; Vermeulen
& Barkema, 2001). Stated formally:

Hypothesis 1: Increases in acquisition activity rel-
ative to a firm’s past acquisition activity level re-
duce a firm’s likelihood to engage in subsequent
acquisitions.

2.4.2. Heterogeneity in Acquirer Responses I: Acquisition
Complexity

Because acquisitions are heterogeneous events (Hale-
blian & Finkelstein, 1999; Hayward, 2002) which differ in
their rationale (e.g., Hayward, 2002), process management
(e.g., Haspeslagh & Jemison, 1991), and performance (e.g.,
King et al., 2004), it is not surprising that some scholars (e.g.,
Zorn et al., 2019) have argued that acquisitions also vary in
their degree of complexity and, thus, in their activity load.
That is, depending on the characteristics of the target firm
vis-à-vis the acquirer, acquisitions can vary in the amount of
managerial capacity they consume (Zorn et al., 2019), al-
lowing acquirers to exhibit cross-sectional variation in their
behavioral response to an overload situation. Following this
reasoning, acquisition research has widely discussed three
dimensions of acquisition complexity, which operate on dif-
ferent levels of aggregation and, thus, capture different facets
of acquisition complexity.

Figure 6 visualizes these dimensions, as well as the exter-
nally observable structural target firm attributes associated
with them. That is, on the country level, acquisition com-
plexity depends on the target’s geographic location, which
captures differences in cultural and institutional contexts be-
tween the home countries of the target and the acquirer
(Collins et al., 2009; Ellis et al., 2011; Vermeulen & Barkema,

2002). Such differences add an additional layer of com-
plexity to cross-border acquisitions since they pressure ac-
quirers “to adapt home-grown mental maps, organizational
structures, systems, and processes to the international set-
ting” (Vermeulen & Barkema, 2002, p. 638) and absorb
new “region-specific practices and business knowledge” (El-
lis et al., 2011, p. 1265). Thus, cross-border acquisitions,
on average, impose a higher activity load on acquirers than
domestic ones. Likewise, on the industry level, acquisition
complexity depends on the industry relatedness of the tar-
get and the acquirer. Since every industry operates on a dif-
ferent business logic (Prahalad & Bettis, 1986; Vermeulen &
Barkema, 2002), which is reflected in different product offer-
ings (Ellis et al., 2011) and internal structures (Finkelstein &
Haleblian, 2002; Haleblian & Finkelstein, 1999), firms that
acquire targets which operate in unrelated industries must
manage “more complex . . . interdependencies across a
wider variety of functions and products [during and after the
acquisition]” (Ellis et al., 2011, p. 1264). Thus, unrelated
acquisitions, on average, consume more managerial capacity
than acquisitions of targets in related industries, imposing a
higher activity load on acquiring firms (Zorn et al., 2019).
Finally, on the firm level, acquisition complexity depends on
the size of the target relative to the acquirer. That is, since
the scale of operations of large targets requires large-scale in-
tegration activities, large acquisitions increase coordination
costs for acquirers due to a higher number of “interrelated
decisions . . . [and the] involvement of more . . . members
across business[es]. . . and functional areas” (Ellis et al.,
2011, p. 1263) and create a stronger disruptive effect within
the acquirer’s organization due to large-scale internal reorga-
nization (Barkema & Schijven, 2008). Thus, large targets, on
average, are more resource-consuming and complex to inte-
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grate than smaller ones22, imposing a higher activity load on
firms (Zorn et al., 2019). Overall, the literary discourse on
the dimensions of acquisition complexity highlights that the
relationship between activity load and the acquisition behav-
ior of acquirers can only be fully understood by examining
the joint effect of acquisition volume and complexity (i.e., by
combining both activity load perspectives).

Drawing on both activity load perspectives, I therefore
argue that a firm’s acquisition behavior response to infor-
mation overload varies with the complexity level of acqui-
sitions. Specifically, I expect firms to reduce the activity load
from acquisitions in two ways. On the one hand, they can,
ceteris paribus, cut the complexity of newly made acquisi-
tions by switching from targets in a higher-complexity cat-
egory (e.g., overseas targets) to ones in a lower-complexity
category (e.g., domestic targets). By definition, such a re-
sponse would represent a deviation from a firm’s established
acquisition pattern (e.g., shift from a pattern of overseas tar-
gets to one of domestic targets), allowing firms to maintain
their overall acquisition momentum23 while alleviating the
strains of information overload. On the other hand, if ac-
quirers have established an acquisition pattern of targets in
a lower-complexity category, they have no choice to reduce
their activity load other than by, ceteris paribus, decreasing
the volume of newly made acquisitions. In doing so, firms
can alleviate the strains of information overload only by dis-
continuing their acquisition momentum as there is no other
target firm category to which they can switch. Thus, it fol-
lows:

Hypothesis 2a: Increases in acquisition activity
within a higher-complexity target firm category
relative to a firm’s past acquisition activity level
within that category reduce (increase) that firm’s
likelihood to engage in subsequent acquisitions
within that higher-complexity (lower-complexity)
category.

Hypothesis 2b: Increases in acquisition activity
within a lower-complexity target firm category

22 I acknowledge that organizational learning literature (e.g., Castellaneta
& Zollo, 2015; Ellis et al., 2011) has argued and found that repeated ac-
quisitions of large targets (targets within the same geography/industry)
reduce the perceived complexity of acquisitions of the same type due to
routinization effects. However, I argue that routinization cannot elimi-
nate the differences in complexity between larger (overseas/unrelated)
and smaller (domestic/related) acquisitions for two reasons. First, rou-
tines are formed through repeated actions and, thus, need time to evolve
(Collins et al., 2009). Second, if routines are not regularly used, past
learnings which are not properly codified become irrelevant or are for-
gotten since employees, in which these learnings reside (Levitt & March,
1988), may move to different units or leave the company (Hayward,
2002).

23 More specifically, by switching from targets in a higher-complexity cat-
egory to targets in a lower one, firms shift their acquisition momen-
tum from one target firm type to the other, discontinuing momentum
for targets in the higher-complexity category while building up type-
specific acquisition experience – and momentum – for targets in the
lower-complexity category (Amburgey & Miner, 1992; Haleblian et al.,
2006).

relative to a firm’s past acquisition activity level
within that category reduce a firm’s likelihood
to engage in subsequent acquisitions within that
category.

2.4.3. Heterogeneity in Acquirer Responses II: Structural
Features of Acquirers

Cross-sectional variation in the behavioral response of ac-
quirers, however, could result not only from differences in
acquisition complexity but also from differences in acquirer
characteristics. Building on this idea, I argue that differences
in acquirer size can explain why some acquirers can bear a
higher activity load burden and, thus, are less likely to de-
viate from their stable acquisition pattern than others. That
is, according to Penrosian resource-based logic, a larger firm
size allows acquirers to access a larger pool of managerial re-
sources and more specialized internal acquisition processes
(Laamanen & Keil, 2008). Through this, acquirers de facto
extend their absorptive capacity, which alleviates the strains
imposed by high levels of activity load. This, in turn, reduces
their likelihood of reaching a situation of information over-
load and, thus, helps them maintain their acquisition mo-
mentum. Following this rationale, I hypothesize:

Hypothesis 3: Increases in acquisition activity rel-
ative to a firm’s past acquisition activity level less
strongly affect that firm’s likelihood to engage in
subsequent acquisitions if that firm is larger.

Using the same logic, I expect a more decentralized or-
ganizational structure to yield the same effect for acquirers
as an increase in firm size or managerial capacity. That is,
a higher degree of decentralization allows acquirers to dis-
tribute the activity load from acquisitions more evenly across
organizational members, avoiding a too strong concentration
of activity load within one single part of the organization.
Like an increase in firm size, a more decentralized organiza-
tional structure expands the absorptive capacity of acquirers,
alleviating the strains imposed by high levels of activity load.
Consequently, I expect firms with a more decentralized struc-
ture, ceteris paribus, to be less likely to deviate from their
established acquisition pattern. Thus, it follows:

Hypothesis 4: Increases in acquisition activity rel-
ative to a firm’s past acquisition activity level less
strongly affect that firm’s likelihood to engage in
subsequent acquisitions if that firm has a more de-
centralized organizational structure.

3. Methodology

In the following, I outline the methodological approach
taken to answer my research question. This outline consists
of three parts. First, I delineate the data sources of my sample
and the steps taken to modify the raw data. Second, defini-
tions of all variables and the rationale for including them in
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Figure 6: Dimensions of Acquisition Complexity by Aggregation Level

my analysis are presented.24 Third, I elaborate on the empir-
ical model used in this study.

3.1. Sample Sourcing and Data Cleaning
To corroborate my hypotheses, I compiled a panel dataset

of publicly disclosed acquisitions of the 300 largest Fortune
Global 500 firms over the 1990-2010 period. My rationale for
choosing this particular sample is threefold. First, to ensure
that all acquirers in the sample are sufficiently acquisitive, I
only included acquirers that are large in size (Audia & Greve,
2006; Baysinger & Hoskisson, 1989). Firms listed in the For-
tune Global 500 ranking meet this criterion particularly well
since they are the largest ones by revenue and, thus, have siz-
able operations and acquisition activities. Second, I limited
my sample to acquirers that were listed in the 1990 Fortune
Global 500 ranking to avoid any survivorship bias. Third,
to ensure that firms have acquisition streams that are suffi-
ciently long for temporal dynamics to be visible, I selected
a 21-year time horizon with high levels of historical acquisi-
tion activity (Cools et al., 2007; Kengelbach & Roos, 2011).
Meeting all these criteria, my selected sample seems to be
well suited to test my hypotheses.

This sample combines data from multiple data sources.
For instance, in line with prior studies (e.g., Laamanen &
Keil, 2008), all acquisition data stem from Refinitiv’s Eikon
M&A database (formerly Thomson One and Datastream),
ensuring a comprehensive coverage of acquisitions over the
sample period. In addition, to create the two controls CEO
overconfidence and CEO succession, I extracted data from

24 Please refer to Table A.1 in the appendix for detailed definitions and data
sources of all variables used in this study.

Compustat Execucomp. This dataset was complemented by
human-coded data on TMT member titles as originally found
on Execucomp, through which I proxied a firm’s degree of de-
centralization. Finally, Standard & Poor’s (S&P) Compustat
North America database served as the source of company-
level financials and business-segment data, which I used to
create firm-level controls and cluster acquisitions by their ob-
servable attributes. All data on acquisitions, human-coded
TMT member titles, and business-segment fundamentals
were generously provided by Prof. Johannes Luger, who
used them in prior research projects.

After merging these raw data into one comprehensive
dataset, I executed several data cleans and transformations
to avoid implausible data values and ensure consistency in
my data. First, I eliminated duplicate M&A transactions in
my acquisition raw data to ensure that deals in my final sam-
ple are unique, excluding 59 duplicate transactions. Second,
I mapped acquisitions in a given calendar year (CY) to an ac-
quirer’s fiscal year (FY) with the same year identifier. That
is, an acquisition occurring in August 2000, for instance, is
counted towards an acquirer’s FY 2000 even though the ac-
quirer’s fiscal year end (FYE) is in June, technically making
that deal part of an acquirer’s FY 2001. My rationale be-
hind using this simplified mapping approach was twofold.
On the one hand, only 45 (24 percent of) firms in my sample
have a FYE that deviates from the calendar year end (CYE).
On the other hand, since my research question investigates a
phenomenon that evolves over multiple years, different FYEs
likely do not distort my results. Third, I assumed that ac-
quisitions with unreported deal values or target total assets
were small and, thus, assigned them a value of zero for miss-
ing values of these variables. This simplifying assumption
allowed me to include acquisitions with originally missing
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data values that would have been dropped from my dataset
otherwise, increasing my coverage. Fourth, I converted all
firm-level financials reported in CAD to USD using the daily
CAD/USD exchange rate at the respective reporting date pro-
vided by Compustat North America. This was necessary to
ensure that all financials were denoted in the same currency
and, thus, comparable.25 Finally, I did not define control
variables for firm-year observations with negative revenue
or total asset values. This approach allowed me to only in-
clude observations with plausible values in my analyses while
preserving the multi-year acquisition sequence of acquirers.
In sum, these transformations and cleans resulted in a final
baseline sample comprising 2,267 firm-year observations of
187 firms (i.e., an average of 12.1 years per firm), creating
an unbalanced panel that is cross-section dominated (i.e.,
N>T), where N and T represent the number of firms and
years, respectively.

3.2. Variable Definitions
3.2.1. Dependent Variables

To examine how the activity load from acquisitions affects
the acquisition behavior of firms, I construct a binary mea-
sure of momentum which equals one if the sum of known
deal values in period t is greater than or equal to the sum of
known deal values in period t-1 and zero otherwise. With this
approach, I deviate from the methodology used in prior stud-
ies of momentum (e.g., Amburgey & Miner, 1992), which
have used acquisition volume as a proxy for momentum.
My rationale for this deviation is twofold. First, deal val-
ues likely are a more responsive indicator of (highly) short-
term changes in acquisition behavior. To understand this, we
need to consider a firm’s option space during the negotiation
phase of a deal. That is, if a firm intends to reduce its com-
mitment to acquisitions (i.e., cut acquisition expenses), it can
(i) adopt a more aggressive negotiation tactic to reduce the
target’s price or (ii) walk away from a deal. However, while
the first option would still allow acquiring firms to close the
deal26, the second option would make it impossible for them
to reach the strategic goal for which they initially pursued
the deal. This suggests that firms are likely more flexible in
adjusting the value of ongoing transactions than in changing
their acquisition volume if they want to reach their ex-ante
strategic goal with the currently negotiated deal. Second,
historical patterns of acquisition volumes and deal values are
fairly congruent27 (Cools et al., 2007; Kengelbach & Roos,
2011), showing that increases (decreases) in acquisition vol-
umes are often associated with increases (decreases) in deal
values. In sum, both arguments indicate that deal values are
a reasonable proxy for momentum.

25 Specifically, Compustat displays financial data in the company’s reported
currency, whereas Refinitiv Eikon reports acquisition data only in USD.
This is a problem when calculating the target-asset-to-acquirer-asset ratio
as some acquirers only report their financials in CAD.

26 Provided the target does not walk away from the deal.
27 See Figure A.1 and Figure A.2 in the appendix.

Accounting for the three-level structure of my hypothe-
ses28, I use different operationalizations of momentum, de-
pending on the tested hypothesis. Specifically, I distinguish
between two sets of definitions. First, to test the baseline ef-
fect of acquisition volume (i.e., hypothesis 1), I use a firm’s
total known deal values as a measure of momentum, cre-
ating the binary variable total acquisition momentum which
equals one if the sum of total known deal values in period t
is greater than or equal to the sum of total known deal val-
ues in period t-1 and zero otherwise. Second, to test how the
baseline effect of acquisition volume varies with acquisition
complexity (i.e., hypotheses 2a and 2b), I split a firm’s total
acquisition momentum by deal type (e.g., cross-border versus
domestic), creating two mutually exclusive and collectively
exhaustive (MECE)29 subgroups of momentum – one sub-
group of higher-complexity deals (i.e., cross-border / cross-
industry / large acquisition momentum30) and another sub-
group of lower-complexity deals (i.e., domestic / within-own-
industry / small acquisition momentum). These deal-specific
momentum measures are defined analogously to total acqui-
sition momentum except that I use deal values of acquisitions
of the respective deal type in the construction of these mea-
sures (e.g., deal values of cross-border deals for cross-border
acquisition momentum). Finally, to test how the prior two ef-
fects vary with structural features of acquirers (i.e., hypothe-
ses 3 and 4), I run models with both sets of momentum defini-
tions (i.e., total acquisition momentum and deal-specific mea-
sures).

3.2.2. Independent Variables
Building on prior research (e.g., Castellaneta & Zollo,

2015; Laamanen & Keil, 2008; Zorn et al., 2019), I proxy the
concept of activity load with a firm’s number of completed
acquisitions in the period t-2 to t, choosing a three-year time
window to account for a time lag between a deal’s closing
date and the completion of integration activities. As I did
with my dependent variables, I distinguish between two sets
of definitions. That is, on the one hand, I measure the activ-
ity load of a firm as that firm’s total acquisition activity (i.e.,
its total number of completed acquisitions in years t-2 to t),
allowing me to test hypothesis 1, which examines the base-
line effect of acquisition volume on acquisition behavior. On
the other hand, to test hypotheses 2a and 2b, I split a firm’s
total acquisition activity by deal type, creating two MECE sub-
groups of acquisitions which differ by their relative complex-

28 That is, the baseline effect of acquisition volume (first level), heterogene-
ity in that baseline effect due to differences in acquisition complexity (sec-
ond level), and heterogeneity in the prior two effects due to differences
in structural features of acquiring firms (third level).

29 Please note that momentum measures within a subgroup are not MECE.
For instance, a deal can be a cross-border deal and a large deal at the
same time. This overlap is unproblematic because I only regress deal-
specific momentum measures on acquisition activity measures of the
same complexity dimension (e.g., cross-border acquisition momentum on
cross-border acquisition activity).

30 Please refer to Table A.1 in the appendix for precise definitions of the
terms ‘cross-border’, ‘cross-industry’, and ‘large’.
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ity level (i.e., higher-complexity deals, which include cross-
border (cross-industry; large) acquisition activity, and lower-
complexity deals, which cover domestic (within-own-industry;
small) acquisition activity) and allow me to assess the joint
effect of acquisition volume and complexity. Finally, to en-
sure consistency with my dependent variable definitions, I
run models with both sets of activity load definitions (i.e.,
total acquisition activity and deal-specific acquisition activity
measures) to test hypotheses 3 and 4.

3.2.3. Control Variables
To account for alternative explanations of acquisition be-

havior, I include an extensive set of control variables which
captures the effect of specific acquisition characteristics, ac-
quiring firm characteristics, and industry-level acquisition ac-
tivity on the acquisition behavior of acquiring firms. For this,
I followed a two-step selection procedure to ensure only rele-
vant variables are incorporated in the model. First, I screened
extant literature for factors that are known to affect a firm’s
acquisition behavior and selected those for which past stud-
ies provided solid theoretical arguments and, ideally, robust
empirical evidence.31 With this, I directly responded to King
et al. (2004) who called for greater consistency of empirical
measurement in acquisition research, ensuring comparabil-
ity of results across studies. Second, in case prior acquisition
literature did not cover factors which are core to my hypoth-
esis development, such as proportion of large acquisitions and
acquirer degree of decentralization, I included such factors as
novel variables. The following control variables are the result
of this two-step selection procedure:

Acquisition complexity. Scholars who adopt the interpre-
tation perspective of activity load (e.g., Zorn et al., 2019)
have found that the acquisition behavior of firms can vary
with the complexity level of acquisitions. To account for this
effect, I include three distinct proxies of acquisition complex-
ity.32 First, in line with prior literature (e.g., Laamanen &
Keil, 2008), I control for the proportion of cross-border ac-
quisitions made by firm i in years t-2 to t, where the term
‘cross-border’ refers to acquisitions of targets not based in the
US. This variable captures differences in cultural and institu-
tional contexts of targets and acquirers that drive acquisition
complexity and, thus, a firm’s activity load from acquisitions.
Second, I include the proportion of cross-industry acquisitions
over the same period and expect cross-industry acquisitions
to be more complex than acquisitions within the acquirer’s
own industry due to differences in business logic and orga-
nizational setups across industries (e.g., Prahalad & Bettis,
1986; Vermeulen & Barkema, 2002). Following prior studies
(e.g., Ellis et al., 2011; Laamanen & Keil, 2008; Zorn et al.,

31 See section 2.1 for a review. Please note that I only included variables for
which I had database access.

32 I only include measures of acquisition complexity that are not captured
by the acquisition activity measure in the given model. For instance, I
include proportion of cross-industry acquisitions and proportion of large
acquisitions in models in which I regress cross-border acquisition momen-
tum on cross-border acquisition activity, omitting proportion of cross-border
acquisitions, which is already captured by cross-border acquisition activity.

2019), I classify acquisitions as ‘cross-industry acquisitions’ if
the first two digits of the target’s and acquirer’s primary SIC
codes are not identical. Third, I control for the proportion of
large acquisitions from t-2 to t since the integration of larger
targets imposes a higher strain on the acquirer’s organization
than the integration of smaller ones (Barkema & Schijven,
2008; Ellis et al., 2011) and, thus, limits the availability of
organizational resources for subsequent acquisitions. Targets
are considered ‘large’ if their relative size (measured relative
to acquirer total assets) is greater than or equal to the sample
mean of 8.9 percent.

CEO overconfidence. Scholars have found that overcon-
fident CEOs overestimate their abilities and, thus, are more
likely to engage in acquisitions than non-overconfident CEOs
(Malmendier & Tate, 2005, 2008). I account for this find-
ing by adding CEO overconfidence to the model, using the
stock-option-based measure developed by Malmendier and
Tate (2005, 2008), which assumes that late exercise of stock
options signals higher confidence. Specifically, I define CEO
overconfidence as a dummy variable which is equal to one if
a CEO has not exercised at least 67 percent of his/her exer-
cisable in-the-money stock options in a given year and zero
otherwise.

CEO succession. A phenomenon extensively discussed by
management scholars (e.g., Karaevli, 2007; Zajac, 1990),
CEO succession not only affects the performance of firms but
also likely influences their acquisition behavior. This is be-
cause CEOs, as individuals, differ in their level of risk appetite
and, thus, likely show variation in the strategic decisions they
make, including acquisitions. To account for this effect, I in-
clude a dummy variable for CEO succession which is equal to
one if a firm experienced a CEO change in a given year and
zero otherwise.

Degree of decentralization. I control for a firm’s degree of
decentralization to account for the Penrosian argument that
a more decentralized organizational structure allows firms
to distribute the workload from acquisitions across a larger
pool of managerial resources and, thus, absorb the activity
load from acquisitions more effectively. For this, I use the
percentage of executives with divisional or geographic titles
(as opposed to functional, matrix, or general manager titles)
in period t, where a value of one (zero) represents a fully
decentralized (centralized) structure.

Performance relative to aspirations. Prior acquisition re-
search has shown that the performance of firms relative to
their own prior performance (i.e., historical aspiration level)
affects their acquisition activity such that acquisition activity
increases (falls) if firms are performing below (above) their
historical aspiration level (Iyer & Miller, 2008). In line with
past studies, I measure a firm’s performance relative to its
historical aspiration level via the recursive formula Pt – At ,
where Pt is a firm’s ROA in period t and At is a firm’s aspi-
ration level in period t that is given by 0.3 Pt−1 + 0.7 At−1
(Greve, 2002), and model it as a spline function (i.e., two
distinct variables (i) Performance above aspirations and (ii)
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Performance below aspirations) (Shinkle, 2012).33

Growth desperation. Kim et al. (2011) have presented ev-
idence that firms face higher pressure to engage in acquisi-
tions (and overpay) if their organic growth rate is below that
of prior years and if they have historically grown stronger
through acquisitions than their industry peers. To account
for the effect of growth desperation on a firm’s acquisition be-
havior, I incorporate the growth of firms relative to their own
prior growth as a control, measuring it as a spline function
analogously to performance above/below aspirations (i.e., (i)
growth above aspirations and (ii) growth below aspirations)
but using a firm’s year-on-year sales growth instead of its
ROA.

Slack resources. According to the BTF (e.g., Cyert &
March, 1963; Levinthal & March, 1981), excess resources
give firms more room to experiment and pursue new strate-
gic opportunities, such as acquisitions. Recent empirical
work has confirmed this by showing that resource slack is
positively related to a firm’s acquisition propensity (Iyer &
Miller, 2008). Yet, contrary to prior studies, I refrain from
using a firm’s debt-to-equity (D/E) ratio and instead take a
firm’s debt-to-total-assets ratio as an inverse proxy for slack
resources since the total equity of a substantial proportion
(∼7 percent) of firm-years in my sample is negative. This
allows me to keep firm-years with negative equity in my
sample and avoid implausible, negative D/E values. Corre-
spondingly, a higher debt-to-total-assets ratio signals a lower
level of slack resources.

Acquirer size. Since size is related to the number of re-
sources available to firms (e.g., Laamanen & Keil, 2008; Pen-
rose, 1959) and their risk appetite (e.g., Audia & Greve,
2006; Baysinger & Hoskisson, 1989), I control for firm size
by including a proxy which is often used in literature: The
natural logarithm of total assets (e.g., Iyer & Miller, 2008;
Laamanen & Keil, 2008).

Diversification. Diversified firms may be exposed to
more acquisition opportunities than their undiversified peers
(Sanders, 2001). I account for this by including the control
diversification, which I operationalize with the Jacquemin-
Berry entropy index (Palepu, 1985; Sanders, 2001).

Industry acquisition activity. The acquisition activity
within an industry can strongly affect an individual firm’s
acquisition behavior (e.g., Baum et al., 2000; McNamara
et al., 2008) due to imitation/bandwagon effects and ex-
haustion of potential targets. To ensure these factors do not
drive my results, I control for industry acquisition activity by
including the average number of acquisitions per industry
(based on first two digits of primary SIC code) in the period
t-2 to t.

Year dummies. To account for potential contemporaneous
correlation (i.e., residuals of firms i and j are correlated in pe-
riod t), I include a full set of year dummies in all model spec-

33 Parameter a=0.3 used to ensure consistency with prior literature (e.g.,
Iyer & Miller, 2008). Iyer and Miller (2008) chose a=0.3 because this
provided the best model fit. Also, like Kim et al. (2015), I set a firm’s
historical aspirations to zero the first time a firm entered the sample.

ifications (excluding one year for identification purposes)
(Certo & Semadeni, 2006). Contemporaneous correlation
can severely bias estimates in panel regression and is of par-
ticular concern in cross-section-dominated panel data like
mine (Certo & Semadeni, 2006; Wooldridge, 2010).

3.3. Estimation Strategy
To estimate the effect of activity load from acquisitions on

acquisition behavior, I constructed the following non-linear
regression model which uses the logistic distribution as a link
function and the maximum likelihood (ML) method for pa-
rameter estimation (Wooldridge, 2010):

P(Momentumi,t = 1 |Ai,t−1,Γi,t−1, Tt)
= Λ(β0 + β1Ai,t−1 +δ1Γi,t−1 +δ2Tt + ϵi,t),

where Λ(x) = ex/(1+ ex) is the logistic function, A is a vec-
tor of acquisition variables, Γ is a vector of time-varying con-
trols, and T is a full set of year dummies (excluding the base
year). Subscripts t and i denote the fiscal year in which the
acquisition was completed and the acquirer, respectively. In
addition, all independent variables (except year dummies)
are lagged by one period to eliminate concerns about endo-
geneity34 (Dobbins & Jacob, 2016; Iyer & Miller, 2008).

Albeit the use of a binary dependent variable does
not immediately call for a non-linear model specification
(Wooldridge, 2010), I preferred a non-linear model over a
linear one, such as a linear probability model (LPM). My
rationale for this was twofold. First, given the nature of my
data, a non-linear model produces better estimates of the
marginal effects of my covariates than an LPM. That is, an
LPM is suitable “if most . . . [covariates] are discrete and
take on only a few values" (Wooldridge, 2010, p. 564). Yet,
many of my covariates (e.g., activity load) have continuous
– and sometimes even extreme – values that violate this as-
sumption.35 This conclusion is supported by the fact that
roughly a third of my baseline sample observations have
predicted probabilities that lie outside the unit interval if an
LPM is used (Wooldridge, 2010). Second, consistent with
prior studies of momentum (e.g., Beck et al., 2008), I used a
logit model to ensure comparability of results across studies.
Thus, a non-linear model seems warranted.

Building on this specification, I selected a hybrid logit
model36 – an estimation strategy that has received increased
attention by management scholars (e.g., Allison, 2005, 2009;

34 This approach follows the one of Iyer and Miller (2008), who model the
effect of performance feedback on the likelihood of an acquisition. This is
necessary to satisfy a key condition for causality. That is, if a relationship
XY is to be causal, a change in X must precede a change in Y (Wolfolds
& Siegel, 2019). Given that I define momentum (Y) as a dummy which
indicates the change in deal values from t-1 to the focal year t, I can only
include acquisitions (X) that occur before the focal year t (i.e., t-3 to t-
1). Likewise, controls based on end-of-year balance sheet data, such as
ln(total assets), cannot explain a change in momentum occurring during
period t. Consequently, I lag these variables, too.

35 Please refer to Table A.2 in the appendix for a detailed set of descriptive
statistics for all variables used in the baseline model.

36 Please note that I performed all my analyses with a manually constructed



F. Herold / Junior Management Science 9(1) (2024) 1140-11771158

Certo et al., 2017; Schunck, 2013; Schunck & Perales, 2017).
A hybrid model allows for the simultaneous estimation of
within-unit effects (i.e., changes that occur within units over
time) and between-unit effects (i.e., changes that occur be-
tween units) within the same model by decomposing each
independent variable into two distinct variables: (i) a group-
centered variable (i.e., within-unit effect) and (ii) a group
mean variable (i.e., between-unit effect) (Certo et al., 2017;
Schunck, 2013; Schunck & Perales, 2017). A random effects
model is then used to estimate the within- and between-unit
effects for each independent variable (Certo et al., 2017).
Correspondingly, to disentangle these two effects, vectors A
and Γ include both a firm-centered variable and a variable for
the time-invariant firm mean for each independent variable
as distinct regressors.

At first glance, a hybrid logit model seems unusual since
my research question solely explores a within-firm relation-
ship. Such a relationship can be easily analyzed with a
fixed effects model, which would eliminate unobserved time-
invariant heterogeneity at the firm level (Dobbins & Jacob,
2016; Herold, 2019; Wooldridge, 2010). Also, a fixed effects
logit model would ensure methodological consistency with
prior acquisition literature, following the call of Beck et al.
(2008), who have shown that prior literature on momen-
tum has likely produced biased results due to overreliance
on random effects models. A fixed effects model therefore
seems appealing.

Yet, two reasons support the hybrid model specification.
First, from a theoretical standpoint, the parameter estimates
of a hybrid logit model are approximately identical to those of
a fixed effects logit model (Allison, 2009; Schunck & Perales,
2017).37 The difference is the estimation technique. That is,
whereas the hybrid logit model uses a parametric approach
to estimate the fixed effects (i.e., includes them as separate
regressors in the model), the fixed effects logit model uses
a more restrictive, non-parametric approach (i.e., a condi-
tional ML estimator) to eliminate unobserved time-invariant
heterogeneity at the firm level (Allison, 2009; Schunck &
Perales, 2017; Wooldridge, 2010). Second, from a practical
standpoint, a hybrid logit model allows for the estimation of
partial effects on response probabilities (Wooldridge, 2010).
These cannot be readily estimated in a fixed effects logit
model since doing so would require either a precise value or a
distribution for the fixed effect to be specified (Wooldridge,
2010). However, since momentum theory does not justify
any exact value or distribution for the fixed effect, neither
of these options are plausible if I aim to quantify the partial
effects on my response probabilities. Due to these points, I
favored a hybrid logit model over a fixed effects alternative.

hybrid logit model, which I preferred over STATA’s -xthybrid- command
for two reasons: (i) -xthybrid- allows for neither the -margins- command
nor any factor notation of variables (Schunck, 2013), which are both
critical for estimating interactions, and (ii) the results of the manually
constructed model are identical to those of the -xthybrid- model.

37 For comparison, results of a fixed effects logit model are shown in Table
A.4 in the appendix.

4. Empirical Results

In this section, I present the results of my empirical anal-
ysis in three steps. First, I explore the summary statistics and
correlations of my raw data to find first indications for the
existence of my postulated relationships. Second, I dive into
my main regression analysis. Finally, in my robustness tests,
I test for the robustness of the relationships discovered in my
main analysis.

4.1. Summary Statistics
Table 3 presents descriptive statistics and pairwise corre-

lations of all variables used in my main analysis. All statistics
are based on variables in their raw form (i.e., not split into
their within- and between-firm components) and, thus, re-
flect both within- and between-firm variance.

The pairwise correlations in Table 3 only offer ambigu-
ous initial support for the existence of my hypothesized re-
lationships. Two observations lead to this conclusion. First,
while bivariate correlations between momentum and acqui-
sition activity variables within the same target firm category
are significant (p<.01), these variables are positively corre-
lated (colored in light green in Table 3). These relationships
thus have a sign opposite to the one predicted in hypothe-
ses 1 and 2, tentatively indicating the existence of repetitive
momentum (Amburgey & Miner, 1992). However, since the
correlation coefficients in Table 3 include both within- and
between-firm variance, the overall positive correlations could
stem from a positive between-firm effect (i.e., repetitive mo-
mentum) offsetting a negative within-firm effect (i.e., mo-
mentum discontinuation due to high levels of activity load).38

Thus, the correlation matrix shown in Table 3 does not pro-
vide sufficiently fine-grained information to indicate the ex-
istence of my postulated within-firm relationships. Second,
the correlations between momentum in a lower-complexity
target firm category (e.g., domestic acquisition momentum)
and acquisitions in a higher-complexity target firm category
(e.g., cross-border acquisition activity) are positive and mostly
significant (p<.01) (colored in dark green in Table 3). Al-
though this can indicate the existence of a firm’s ‘switching
response’ as predicted in hypothesis 2a, these correlations in-
clude both within- and between-firm variance, making their
interpretation ambiguous in my research setting. In sum, the
correlations in Table 3 do not clearly indicate the existence
of my postulated relationships.

Table 3 further reveals that multicollinearity issues are
unlikely to arise in my analysis as most correlations are ei-
ther rather weak (i.e., below |.30|) or moderate (i.e., around
|.50|) (Judge et al., 1982). This holds true even though
strong pairwise correlations between momentum (acquisi-
tion activity) variables, with values of 0.83 (1.00), would ini-
tially suggest the opposite. In fact, these high values are not

38 In fact, the correlations between momentum and acquisition activity in
Table 3 should be positive. This is because prior momentum studies have
found a positive relationship between acquisition activity and momentum
when using random effects models (Amburgey & Miner, 1992).
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surprising as all momentum (acquisition activity) variables
which proxy different acquisition complexity dimensions are
subcomponents of total acquisition momentum (total acquisi-
tion activity). As such, these variables are strongly correlated
with each other by definition. In addition, 91.1 percent of
acquisitions in my baseline sample are small, thus explaining
the particularly strong correlations between small acquisition
momentum (small acquisition activity) and all other momen-
tum (acquisition activity) variables. Furthermore, I only in-
clude one (two MECE) momentum (acquisition activity) vari-
able(s) in the same model, creating a setup in which multi-
collinearity issues are unlikely to arise.

To corroborate the absence of multicollinearity, I ran vari-
ance inflation factor (VIF) tests of all variables which are split
into their within- and between-firm components and used in
my main model (see section 4.2). Table A.3 in the appendix
shows that (almost) all variables have a VIF statistic that is
below the advocated threshold value of (five) ten (Neter et
al., 1989). The only two variables with VIF coefficients of ap-
proximately five are the between-firm components of cross-
border acquisition activity and domestic acquisition activity.
However, I decided to retain these in the model for consis-
tency with all other model specifications. From these results,
I thus conclude that multicollinearity issues are unlikely to
arise in my analysis.

4.2. Main Analysis
Table 4 presents the empirical results of my main analy-

sis. For simplicity, only the coefficients for the group-centered
variables (i.e., within-firm effects) are reported as my theo-
retical interest solely lies in those. Models 1 and 2 in Ta-
ble 4 use an acquirer’s total acquisition momentum as the
dependent variable to investigate the baseline effect of ac-
tivity load. Models 3 to 14 go one step further and ad-
dress six different momentum definitions, which are based on
observable target firm attributes, to measure heterogeneity
in acquirer responses due to differences in acquisition com-
plexity. Furthermore, all odd-numbered (even-numbered)
model specifications include controls only (all independent
variables), enabling sanity checks of the effect directions and
effect sizes of controls across models with the same depen-
dent variable (e.g., to detect common-factor multicollinear-
ity (Kalnins, 2018)). Finally, in line with reporting standards
for logit models, all coefficients represent odds ratios – ex-
ponentiated coefficients that express the eβ -times change in
the odds of an event due to a one-unit change in a variable
(Hoetker, 2007).39

Recalling hypothesis 1, I expect an increase in an ac-
quirer’s acquisition activity relative to that firm’s past acqui-
sition activity level to lead to a discontinuation in acquisition
momentum. That is, the greater the increase in the number
of acquisitions in a given acquisition stream, the higher the

39 In line with the recommendations presented by Hoetker (2007), I omitted
measures of model fit from Table 4 since all available pseudo-R2 measures
for logistic regressions do not equal the R2 used in ordinary least squares
(OLS) regression, thus avoiding potential sources of confusion.

activity load borne by the acquiring firm’s managers. This
increase in activity load, in turn, increases the likelihood of
an information overload, which eventually forces acquirers
to reduce the number of acquisitions to alleviate the strains
associated with this overload. The significant (p<.05) and
smaller-than-one odds ratio in Model 2 (highlighted in light
green in Table 4) shows a decrease in the odds of total acqui-
sition momentum, thereby confirming hypothesis 1.

Odds ratios, however, are not very informative if I seek to
estimate the effect of a variable on the predicted probability
of a given event (Hoetker, 2007) – “the natural metric of the
dependent variable [in a logit model]” (Mize, 2019, p. 84).
To do this, I estimate the marginal effects of my variables
of interest, using two best practice approaches advocated in
recent methodological studies (e.g., Hoetker, 2007; Mize,
2019; Mize et al., 2019). First, following Hoetker (2007) and
Train (1986, 2009), I calculate the average marginal effects
(AME) of my variables of interest in Table 5 to estimate the
average response across my sample. That is, I compute the
marginal effects for every firm-year and average these across
my sample (Mize, 2019), finding that a one-unit increase in
the number of acquisitions relative to a firm’s past acquisition
level, on average, is associated with a 0.3 percentage-point
(pp) decrease in the predicted probability of that firm’s total
acquisition momentum. Second, to account for the fact that
the effect of a change in any variable varies with the values
of all covariates (i.e., with the initial likelihood of an event)
(Hoetker, 2007), I plot the relationship between a change
in a firm’s total acquisition activity40 (i.e., within-firm effect)
and that firm’s probability of total acquisition momentum in
Figure 7 (e.g., Mize, 2019). The downward-sloping area in
Figure 7 corroborates that larger increases in acquisition ac-
tivity are associated with lower likelihoods of acquisition mo-
mentum. In sum, these two best practices allow me to prop-
erly estimate and interpret the effect of activity load on the
probability of acquisition momentum, ensuring a solid un-
derstanding of my results.

In hypothesis 2a, I predict a negative (positive) rela-
tionship between an acquirer’s activity load in a higher-
complexity target firm category and that firm’s acquisition
momentum within that category (in a lower-complexity cat-
egory). Specifically, since acquisitions vary in their relative
complexity level, acquirers can, ceteris paribus, cut the activ-
ity load of newly made acquisitions by switching from tar-
gets in a higher-complexity category (e.g., overseas targets)
to those in a lower-complexity category (e.g., domestic tar-
gets). This would equal a deviation from a firm’s established
acquisition pattern (e.g., shift from a pattern of overseas
targets to one of domestic targets) that allows acquirers to
maintain their overall acquisition momentum while alleviat-
ing the strains of information overload. However, my results
in Table 4 only provide mixed support for this prediction.
That is, while I find significant (p<.01) and smaller-than-one
odds ratios in Model 4 and Model 12, the smaller-than-one

40 To eliminate the effect of extreme outliers, I limit the plot to values be-
tween the 1st percentile and 99th percentile of my independent variable.
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Table 4: Hybrid Panel Logit Regression Analysis with Different Acquisition Momentum Definitions as the Dependent Variable

Cross-Border Domestic Cross-Industry Within-Own-
Total Acquisition Acquisition Acquisition Acquisition -Industry Large Acquisition Small Acquisition

Momentum Momentum Momentum Momentum Acquisition Momentum Momentum
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10 Model 11 Model 12 Model 13 Model 14

Hypotheses
Total Acquisition Activity 0.987**

(0.005)
Cross-Border Acquisition Activity 0.962*** 1.017

(0.011) (0.011)
Domestic Acquisition Activity 1.023** 0.979**

(0.010) (0.009)
Cross-Industry Acquisition Activity 0.994 1.007

(0.006) (0.009)
Within-Own-Industry Acquisition Activity 1.013 0.931**

(0.017) (0.017)
Large Acquisition Activity 0.747*** 1.062

(0.066) (0.070)
Small Acquisition Activity 0.999 0.987**

(0.008) (0.005)
Controls

Proportion of Cross-Border Acquisition. 1.165 1.371 0.859 2.074* 1.018
(0.266) (0.347) (0.227) (0.775) (0.232)

Proportion of Cross-Industry Acquisition. 1.724** 1.900** 1.552* 1.181 1.689**
(0.422) (0.563) (0.400) (0.463) (0.408)

Proportion of Large Acquisitions 0.432** 0.961 0.406** 0.665 0.515
(0.161) (0.435) (0.159) (0.273) (0.216)

CEO Overconfidence 1.042 1.051 1.160 1.193 1.137 1.131 1.165 1.171 0.950 0.941 0.899 0.893 1.077 1.082
(0.119) (0.121) (0.152) (0.158) (0.136) (0.137) (0.144) (0.145) (0.123) (0.122) (0.163) (0.167) (0.125) (0.126)

CEO Succession 1.092 1.082 1.293* 1.332* 1.082 1.065 1.113 1.109 1.115 1.102 0.944 0.932 1.125 1.137
(0.152) (0.152) (0.199) (0.206) (0.157) (0.155) (0.166) (0.166) (0.172) (0.171) (0.209) (0.209) (0.158) (0.160)

Degree of Decentralization 0.717 0.780 0.769 0.767 0.627 0.687 0.694 0.705 1.063 1.126 1.736 1.678 0.688 0.708
(0.275) (303) (0.338) (0.337) (0.252) (0.280) (0.288) (0.292) (0.459) (0.491) (1.043) (1.061) (0.267) (0.277)

Performance Above Aspirations 15.186 21.776 0.542 0.508 47.251* 77.910** 205.963** 242.875*** 73.127* 47.506* 94.949 274.854* 18.094 19.237
(30.730) (44.525) (1.305) (1.237) (98.737) (164.228) (437.159) (517.693) (169.045) (111.153) (299.211) (888.588) (36.755) (39.404)

Performance Below Aspirations 450.238** 323.504** 81.899 52.238 142.939* 97.699* 11.529 12.199 0.251 0.135 130.485 34.713 21.415 16.089
(1,151.197) (832.282) (246.806) (156.569) (381.292) (261.396) (30.014) (31.824) (0.684) (0.369) (548.508) (145.470) (52.861) (39.877)

Growth Above Aspirations 0.041*** 0.048*** 0.116*** 0.123*** 0.078*** 0.090*** 0.211*** 0.221*** 0.107*** 0.130*** 0.072*** 0.098** 0.147*** 0.147***
(0.025) (0.030) (0.077) (0.083) (0.047) (0.055) (0.121) (0.128) (0.069) (0.084) (0.068) (0.093) (0.084) (0.084)

Growth Below Aspirations 2.366* 2.322* 6.464*** 6.873*** 1.935 1.873 1.351 1.347 4.537*** 4.650*** 0.724 0.799 2.922** 3.028**
(1.147) (1.145) (4.048) (4.368) (0.966) (0.959) (0.675) (0.684) (2.637) (2.715) (0.492) (0.550) (1.467) (1.528)

Slack Resources 0.206*** 0.213*** 0.413 0.382 0.154*** 0.172*** 0.370* 0.394 0.182*** 0.162*** 0.045*** 0.037*** 0.401* 0.419
(0.110) (0.114) (0.265) (0.244) (0.088) (0.099) (0.219) (0.233) (0.113) (0.102) (0.040) (0.034) (0.215) (0.226)

Acquirer Size 0.646*** 0.649*** 1.018 1.019 0.679*** 0.668*** 0.847 0.852 0.674*** 0.687*** 0.670** 0.593*** 0348** 0.771**
(0.082) (0.084) (0.147) (0.147) (0.089) (0.089) (0.111) (0.112) (0.095) (0.097) (0.125) (0.113) (0.095) (0.099)

Diversification 1.012 1.050 0.727* 0.683** 0.928 0.975 0.960 0.976 1.111 1.146 1.272 1.486 0.947 0.954
(0.163) (0.172) (0.134) (0.128) (0.156) (0.167) (0.166) (0.171) (0.202) (0.212) (0.322) (0.379) (0.154) (0.157)

Industry Acquisition Activity 0.998 1.000 1.003 1.003 0.998 0.999 0.998 0.998 1.004 1.006* 0.998 1.001 1.000 1.001
(0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.004) (0.005) (0.003) (0.003)

Constant 0.087*** 0.140*** 0.006*** 0.018*** 0.059*** 0.106*** 0.031*** 0.073*** 0.032*** 0.029*** 0.015*** 0.043*** 0.055*** 0.067***
(0.046) (0.082) (0.004) (0.013) (0.032) (0.065) (0.019) (0.045) (0.023) (0.021) (0.014) (0.042) (0.030) (0.039)

Observations 2,267 2,267 2,267 2,267 2,267 2,267 2,267 2,267 2,267 2,267 2,267 2,267 2,267 2,267
Number of Firms 187 187 187 187 187 187 187 187 187 187 187 187 187 187
Mundlak Instruments Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Year Dummies Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Notes: Regression coefficients represent odds ratios. Standard errors in their exponentiated form are presented in parentheses. Odd-numbered
(even-numbered) model specifications include control variables only (all variables of interest). Only within-firm effects are reported. Between-firm effects
(i.e., Mundlak instruments) and year dummies are included in all models but not reported. Light green cells indicate relationships between momentum and
acquisition activity variables within the same target firm category (i.e., hypotheses 1 and 2). Conversely, dark green cells indicate relationships between
momentum in a lower-complexity target firm category and acquisition activity in a higher-complexity target firm category (i.e., second part of hypothesis
2a).
***p < 0.01, **p < 0.05, *p < 0.1.

odds ratio in Model 8 is statistically insignificant (p>.10)
(coefficients highlighted in light green in Table 4). In other
words, whereas increases in cross-border (large) acquisitions
seem to reduce cross-border (large) momentum41, increases
in cross-industry acquisitions appear to not affect their cor-
responding momentum. Moreover, I cannot corroborate my
predicted switching behavior. That is, albeit the odds ratios
for higher-complexity acquisitions in Models 6, 10, and 14
exceed a value of one, they remain insignificant (p>.10),
indicating the absence of my predicted relationship (coeffi-
cients colored in dark green in Table 4). The respective AMEs
in Table 5 and graphs in Figure 8 support these findings.

41 The substantially smaller odds ratio for large acquisition activity in Model
12 (odds ratio= 0.747) in Table 4 and the 2.2 pp decrease in the predicted
probability of large acquisition momentum for every additional large ac-
quisition indicate the relative rarity of this type of acquisition.

Next, I test hypothesis 2b, which predicts that an increase
in a firm’s acquisition activity in a lower-complexity target
firm category vis-à-vis that firm’s past acquisition activity
level in that category leads to a discontinuation in acquisi-
tion momentum in that category. That is, if firms have estab-
lished an acquisition stream in a lower-complexity category
(e.g., small acquisitions), they have no choice to reduce their
activity load other than by, ceteris paribus, decreasing the
volume of acquisitions in that category as there is no other
target firm category to which they can switch to reduce their
activity load. In other words, acquirers with such acquisition
patterns can only alleviate the strains of information overload
by discontinuing their momentum. This prediction is sup-
ported by statistically significant and smaller-than-one odds
ratios in Model 6 (p<.05), Model 10 (p<.01), and Model
14 (p<.05) (coefficients colored in light green in Table 4).
Based on these results, a one-unit increase in the number of
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Table 5: Tests of AMEs for a One-Unit Increase in Acquisition Activity - Baseline Sample

Higher- Lower-
Total Complexity Complexity

Acquisition Acquisition Acquisition
Momentum Momentum Momentum

Total Acquisition Activity -0.003**
(0.001)

Cross-Border Acquisition Activity -0.006*** 0.003
(0.002) (0.002)

Domestic Acquisition Activity 0.004** -0.004**
(0.002) (0.002)

Cross-Industry Acquisition Activity -0.001 0.001
(0.001) (0.001)

Within-Own-Industry Acquisition Activity 0.003 -0.012***
(0.003) (0.003)

Large Acquisition Activity -0.022*** 0.013
(0.006) (0.014)

Small Acquisition Activity -0.000 -0.003**
(0.001) (0.001)

Notes: The baseline sample comprises N=2,267 firm years, covering 187 unique firms. Standard errors are in parentheses.
***p < 0.01, **p < 0.05, *p < 0.1, two-tailed tests.

Figure 7: Predicted Probability of Total Acquisition Momentum by Change in Total Acquisition Activity: Main Effect of Total Acquisition
Activity

domestic (within-own-industry; small) acquisitions relative
to a firm’s past acquisition level, on average, corresponds
to a 0.4 (1.2; 0.3) pp decrease in the predicted probability
of a firm’s domestic (within-own-industry; small) acquisition
momentum. This can also be seen graphically in Figure 8,

which supports the conclusion that increases in activity load
reduce a firm’s ability to maintain its momentum.

Furthermore, Table 4 reveals a seemingly surprising re-
lationship between domestic acquisition activity and cross-
border acquisition momentum. More specifically, Model 4
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in Table 4 shows that the odds ratio of domestic acquisition
activity is significant (p<.05) and larger than one, indicat-
ing a ‘reverse switch’ (i.e., a switch from a lower-complexity
category to a higher-complexity category). While this re-
sult seems unintuitive from an activity load viewpoint (e.g.,
Castellaneta & Zollo, 2015), a plausible explanation for it
can be found in the international management literature
(e.g., Lasserre, 2003; Vermeulen & Barkema, 2001, 2002).
That is, as a firm matures, it seeks to expand internation-
ally to benefit from demand in new markets and supply-
side cost advantages, among other reasons (e.g., Lasserre,
2003; Vermeulen & Barkema, 2002). One way to achieve
this is by acquiring foreign targets, especially if no suitable
target can be found in a firm’s domestic market (Lasserre,
2003; Vermeulen & Barkema, 2002). Therefore, the pos-
itive relationship between domestic acquisition momentum
and cross-border acquisition momentum likely represents the
internationalization behavior of the firms in my sample – a
behavior which should not surprise as my sample consists of
Fortune Global 500 firms, which operate globally.

To explore heterogeneity in acquirer responses due to dif-
ferences in the absorptive capacity of firms (i.e., hypotheses 3
and 4), I modify my estimation procedure in two ways. First,
to assess hypothesis 3 (4), I split my baseline sample into
the MECE subgroups Large Firms (Decentralized Firms) and
Small Firms (Centralized Firms). Doing so, I follow a call of
Hoetker (2007), who has argued that fitting separate models
for each group should be preferred over interacting my vari-
able of interest with an indicator variable for a firm’s group
membership when examining cross-group differences in non-
linear models. Two facts support his claim: (a) The odds
ratio coefficients and significance levels of interaction terms
in binary choice models are observation specific, rendering
them uninformative in their raw form42 (Ai & Norton, 2003;
Hoetker, 2007); (b) using an interaction term and estimating
the subsequent binary choice model for all observations as-
sumes the unobserved variation for all subgroups to be iden-
tical – a strong assumption that produces incorrect estimates
if violated (Hoetker, 2007). I thus construct two subsamples
using the median of the Acquirer Size (Degree of Decentraliza-
tion) distribution in a given year as the cut-off value, creat-
ing subgroups that are of roughly equal size. Second, using
Mize et al.’s (2019) general framework for comparing effects
across non-linear models, I estimate a Generalized Structural
Equation Model (GSEM) with the logistic distribution as the

42 I do not report odds ratios for these tests in this section as they provide lit-
tle meaningful information about interaction effects (Ai & Norton, 2003;
Mize, 2019; Mize et al., 2019). In fact, comparing odds ratio coefficients
between samples with non-overlapping observations – as one would do
in OLS regression – is inappropriate for logit models "because a change
in the size of the coefficient across models can reflect both confounding
and rescaling of the model [(Karlson et al., 2012)]" (Mize et al., 2019,
p. 162). I thus compare my subsamples in the natural metric of my de-
pendent variable: Predicted probabilities, which can be compared across
subsamples (Breen et al., 2018; Mize, 2019; Mize et al., 2019). However,
for completeness, odds ratio results are presented in Table A.5 and Table
A.6 in the appendix.

link function.43 Unlike a standard logit model, the GSEM al-
lows me to correctly estimate cross-group differences across
separately fitted models, whose calculation requires an esti-
mate of the covariance between the activity load estimates of
both subsamples (Mize et al., 2019). In fact, estimating this
covariance through a GSEM is crucial as observations from
non-overlapping samples do not always have a cross-model
covariance of zero (Mize et al., 2019). Together, these mod-
ifications allow me to test my hypothesized cross-group dif-
ferences and express these as predicted probabilities (Mize,
2019; Mize et al., 2019).

Recalling hypothesis 3, I expect larger acquirers to re-
spond less strongly to changes in activity load than smaller
acquirers. This is because larger acquirers can access a larger
pool of managerial resources and more specialized internal
acquisition processes (Laamanen & Keil, 2008) that expand
their absorptive capacity. A higher absorptive capacity, in
turn, alleviates the strains imposed by activity load and,
thus, helps larger acquirers maintain their momentum for
longer. To corroborate my prediction, I estimate the AMEs
of each subsample (i.e., test of first differences) and test
for their equality across both groups (i.e., test of second
differences). Table 6 reports the results of these tests for a
one-unit increase in acquisition activity. Unfortunately, al-
beit most cross-group differences show the signs predicted
by hypothesis 344, almost all are not significant (p>.10). For
instance, the tests in the left column of Table 6 show that a
one-unit increase in total acquisition activity, on average, is
associated with a 0.3 pp and 0.9 pp decrease in the predicted
probability of an acquirer’s total acquisition momentum for
large firms and small firms, respectively (p<.05 for both AME
first differences). However, the insignificant second differ-
ence (-0.003 – -0.009 = 0.006; p>.10) reveals that the effect
of a one-unit increase in activity load, on average, does not
differ across groups. That is, larger acquirers, on average,
do not respond differently to increases in activity load than
smaller ones, providing no support for my predictions. The
same holds for all other acquisition activity and momentum
definitions shown in Table 6, with the significant cross-group
effect of domestic acquisition activity in the domestic acqui-
sition momentum model (-0.003 – -0.017 = 0.013; p<.05)
presenting an anomaly.

However, although no acquirer size differences in re-
sponses to activity load, on average, exist across the sample,
the non-linear nature of my logit model implies that ac-
quirer size differences can exist at specific values (or across a
range of values) of activity load (Mize, 2019). A plot of the
marginal effects of both subgroups is therefore warranted to
identify if and where significant firm size differences exist

43 Note that my overall model specification remains unchanged. That is,
I still use a hybrid logit model, and my theoretical interest lies in the
within-firm effect of activity load. The only difference is the simultaneous
estimation of models that are separately fitted to each subsample.

44 That is, I expect a positive (negative) cross-group difference in models
that regress acquisition momentum on acquisition activity of the same
(of a different) complexity level. Cross-industry acquisition activity is the
only activity load definition which does not show this behavior.
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Figure 8: Predicted Probability of Dimension-Specific Acquisition Momentum by Change in Dimension-Specific Acquisition Activity:
Heterogeneity in Acquirer Responses due to Differences in Acquisition Complexity
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Figure 9: Predicted Probability of Total Acquisition Momentum by Acquirer Size and Change in Total Acquisition Activity: Interaction
Effect Between Acquirer Size and Total Acquisition Activity

across the range of acquisition activity values in my sample
(Hoetker, 2007; Mize, 2019). Figure 9 presents the pre-
dicted probability of large and small acquirers to maintain
their total acquisition momentum across the range of total
acquisition activity. A solid line indicates intervals with sig-
nificant (p<.10) acquirer size differences. Specifically, Figure
9 shows that acquirer size differences are significant — with
large acquirers having a higher likelihood of maintaining
their momentum — when comparing firms that reduce the
number of acquisitions by less than five acquisitions or even
increase it relative to their past acquisition activity level (all
contrasts p<.10). In other words, larger acquirers are more
likely to maintain their acquisition momentum in the face
of increases in activity load due to their relative resource
abundance. Intuitively, this level difference in the probabil-
ity of maintaining momentum seems to grow between both
subgroups as the activity load from acquisitions increases.45

Conversely, no cross-group differences in the probability of
maintaining momentum exist when acquirers reduce the
number of acquisitions by five or more relative to their past
acquisition activity level (all contrasts p>.10). A detailed vi-
sual inspection of the slopes of both groups further indicates
that cross-group differences in responses to a one-unit in-
crease in total acquisition activity may exist at specific values
of my independent variable.46 This pattern is mostly robust

45 That is, small acquirers are disproportionately strongly affected by large
increases in acquisition activity due to their relative resource scarcity.

46 I refrained from testing second differences at specific values of acquisition
activity for their significance due to time and space constraints.

to changes in acquisition activity and momentum definitions
as shown in Figure 10. Overall, these results reveal that
larger acquirers can bear a higher activity load burden – and
possibly respond less strongly to changes in activity load –
for certain levels of acquisition activity due to their relative
resource abundance, partially confirming hypothesis 3 and
its underlying Penrosian logic.

Finally, in hypothesis 4, I expect acquirers with a more de-
centralized organizational structure to respond less strongly
to changes in activity load relative to acquirers with a more
centralized organizational structure. That is, a higher de-
gree of decentralization allows firms to distribute the activ-
ity load from acquisitions more evenly across their resources,
avoiding a too strong concentration of activity load within
one single part of the organization. Like an increase in firm
size, a more decentralized organizational structure thus ex-
pands the absorptive capacity of acquirers, making acquirers
with such a structure more likely to maintain their momen-
tum. Table 7 presents tests of subsample AMEs and second
differences for a one-unit increase in acquisition activity, re-
vealing that almost all cross-group differences are insignifi-
cant (p>.10) and rarely show the effect directions predicted
by hypothesis 4.47 For instance, the tests in the left column
of Table 7 indicate that the AME of a one-unit increase in
total acquisition activity, on average, corresponds to a 0.3
pp decrease in the probability of an acquirer’s total acqui-

47 That is, as I did for acquirer size differences, I expect a positive (negative)
acquirer structure difference in models that regress acquisition momen-
tum on acquisition activity of the same (of a different) complexity level.
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Figure 10: Predicted Probability of Dimension-Specific Acquisition Momentum by Acquirer Size and Change in Dimension-Specific
Acquisition Activity: Heterogeneity in Acquirer Responses due to Differences in Acquirer Size and Acquisition Complexity
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Figure 11: Predicted Probability of Total Acquisition Momentum by Acquirer Structure and Change in Total Acquisition Activity:
Interaction Effect Between Acquirer Structure and Total Acquisition Activity

sition momentum for centralized firms (p<.10), whereas the
AME for decentralized firms is insignificant (p>.10). Simi-
larly, the insignificant second difference (-0.003 – -0.003 =
0.000; p>.10) shows that the effect of a one-unit increase in
activity load, on average, does not differ across groups. In
other words, firms with a decentralized structure, on aver-
age, do not respond differently to increases in activity load
than their centralized counterparts, providing no support for
my predictions. This result holds consistently across the ac-
quisition activity and momentum definitions shown in Table
7, with the significant cross-group effect of small acquisition
activity in the large acquisition momentum model (0.003 –
-0.003 = 0.006; p<.01) being an outlier.

As I did before, I plot the marginal effects of both groups
to test whether cross-group differences exist at specific values
of my independent variable (Mize, 2019). Figure 11 shows
the predicted probability of decentralized and centralized
firms to maintain their total acquisition momentum across the
range of total acquisition activity. Interestingly, Figure 11
reveals that no significant level differences in the probability
of maintaining momentum exist between decentralized and
centralized acquirers (all contrasts p>.10). That is, decen-
tralized acquirers are not more likely to maintain their acqui-
sition momentum than centralized acquirers. Furthermore,
given that both curves look almost identical slope-wise, cross-
group differences in responses to a one-unit increase in total
acquisition activity appear to not exist across all values of my
independent variable. Substantively, this indicates that de-
centralized acquirers do not respond less strongly to changes

in acquisition activity, rejecting hypothesis 4. This pattern is
mostly robust to changes in acquisition activity and momen-
tum definitions as shown in Figure 12. In sum, these findings
indicate that an acquirer’s degree of decentralization barely
affects that firm’s absorptive capacity and, thus, does not ex-
plain heterogeneity in firm responses to activity load.

4.3. Robustness Tests
There are four major concerns about the results from my

main analysis. First, one could doubt whether the selected
acquisitions in my baseline sample accurately reflect the in-
tuition behind my stipulated activity load mechanism. That
is, while all acquisitions are resource-consuming endeavors,
minority-stake acquisitions appear to be less likely to cause
an information overload due to the absence of post-merger
integration activities. In fact, such acquisitions are frequently
treated as financial investments and, thus, likely consume
less resources than acquisitions that require the integration
of the target organization. Second, it could be argued that
my baseline operationalization of momentum does not ac-
count for the extended multi-year time horizon that is nor-
mally associated with acquisition streams (e.g., Laamanen &
Keil, 2008). In other words, my current operationalization,
which defines momentum as the change in known deal values
from period t-1 to t, appears to examine a time horizon that
is too short to make inferences about the long-term acqui-
sition behavior of firms. Third, one could question whether
suitable proxies are used for the acquisition complexity di-
mensions in my main analysis – a concern that applies to all
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Figure 12: Predicted Probability of Dimension-Specific Acquisition Momentum by Acquirer Structure and Change in Dimension-Specific
Acquisition Activity: Heterogeneity in Acquirer Responses due to Differences in Acquirer Structure and Acquisition Complexity
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aggregation levels shown in Figure 6.48 Fourth, one could
have reservations about the construct validity of my variable
degree of decentralization. Specifically, it could be criticized
that executive titles may not accurately proxy structural fea-
tures of acquirers and, thus, produce incorrect results in my
analysis of heterogeneity in acquirer responses.

To eliminate these concerns, I adapt the models in my
main analysis in four ways. First, I re-run my main analysis
with two modified samples, of which the first only cov-
ers majority-stake acquisitions and the second comprises
majority-stake acquisitions and acquisitions for which no ac-
quired stake was reported in the Refinitiv database. Second,
to address concerns about my baseline operationalization
of momentum, I adapt the definition of momentum in two
ways. On the one hand, I broaden the time window of my
variable from two consecutive one-year periods (i.e., t-1
to t) to two consecutive two-year and three-year periods.
That is, I define momentum as the change in known deal
values from periods t-2 and t-1 (t-3, t-2, and t-1) to t and
t+1 (t, t+1, and t+2). On the other hand, I change the op-
erationalization of momentum by replacing monetary deal
values with an acquirer’s number of acquisitions, using the
three different time windows from before to discern effects
of alternative time structures. Third, I operationalize my
acquisition complexity dimensions differently. For instance,
I account for the particularly strong homogeneity between
firms from Anglo-Saxon countries (Ronen & Shenkar, 2013)
by distinguishing between cross-region and intra-region ac-
quisitions, with ‘intra-region’ denoting acquisitions of targets
which are headquartered in Australia, Canada, Ireland, New
Zealand, the United Kingdom, or the United States. Simi-
larly, I define a firm’s industry based on the first three digits
of that firm’s SIC code and distinguish between large and
small acquisitions through an acquirer-specific mean of the
target-to-acquirer-total-assets ratio, which I compute based
on my baseline sample. Fourth, to ensure the validity of my
variable Degree of Decentralization, I re-run my analysis of
heterogeneity in acquirer responses with an operationaliza-
tion that uses an acquirer’s number of business units as a
proxy for that firm’s organizational structure.49

Table A.7 in the appendix presents results of my first set
of robustness tests, which use samples that exclude minority-
stake acquisitions from the analysis.50 Overall, it seems that

48 For instance, my distinction between cross-border and domestic acquisi-
tions abstracts from structural similarities between countries in the same
regional cluster (e.g., Ronen & Shenkar, 2013) and, thus, might measure
complexity differences between acquisitions in different geographies in
an overly simplistic way. Likewise, the first two digits of a target’s SIC
code might not sufficiently reflect homogeneity of acquisitions on the in-
dustry level as targets in the same major group (i.e., with identical first
two digits in their SIC code) exhibit lower levels of similarity than tar-
gets in the same industry group (i.e., with identical first three digits in
their SIC code), potentially pooling non-homogenous acquisitions within
the same complexity cluster. Also, my distinction between large and small
acquisitions, which is based on the sample mean of the target-to-acquirer-
total-assets ratio, may be too one dimensional as the relative size of an
acquisition likely is acquirer specific.

49 Based on Compustat business segment data.
50 Due to space constraints, the results of my robustness tests are presented

my results are very robust to the exclusion of minority-stake
acquisitions – both in terms of significance levels and effect
sizes. Yet, two findings should be noted. First, in Model 5
and Model 6, the effect of domestic acquisition activity on do-
mestic acquisition momentum in my main analysis appears to
be driven by minority-stake acquisitions. This is indicated
by odds ratio coefficients of domestic acquisition activity that
are less significant (p<.10) or insignificant (p>.10) and have
values closer to one relative to those in my main analysis.
Second, in Models 11 and 12, it seems that acquisitions for
which no stake was disclosed drive the effect of large acquisi-
tion activity on large acquisition momentum in my main anal-
ysis. Like before, this is shown by odds ratio coefficients of
large acquisition activity that have values closer to zero (one)
and are more significant (p<.01) (insignificant (p>.10)) in
Model 11 (12) than those in my main analysis.

The results of my second set of robustness tests, which as-
sess different operationalizations of momentum, are shown
in Table A.8 and Table A.9 in the appendix. In sum, it ap-
pears that my results are very robust to changes in the time
structure of momentum as shown in Table A.8. A closer in-
spection of Table A.8, however, reveals two interesting find-
ings. First, almost all model specifications have odds ratio
coefficients that are more extreme in magnitude51 compared
to those in my main analysis, and the extremity of this mag-
nitude increases with the length of the time window used.
In other words, the longer the time window that is used to
define momentum, the more pronounced the effect of activ-
ity load. Second, unlike in my main analysis, increases in
cross-industry acquisition activity reduce an acquirer’s likeli-
hood of pursuing further cross-industry acquisitions, provid-
ing further support for hypothesis 2a. This is indicated in
Model 8 by a significant (p<.05) and lower-than-one odds
ratio coefficient of cross-industry acquisition activity. The re-
sults presented in Table A.9, in which monetary deal values
are replaced by an acquirer’s number of acquisitions, further
solidify these conclusions. That is, my hypothesized effects
are stronger and often more significant in Table A.9 than in
my main analysis, and these effect sizes increase with the
length of the time window used for defining momentum. In
addition, almost all relationships predicted in hypotheses 1,
2a, and 2b are highly significant (p<.01) in model specifi-
cations that use a three-year-on-three-year time structure in
their definition of momentum.52 The consistency of this find-
ing across different proxy variables in Table A.8 and Table A.9

in multiple tables in the appendix.
51 That is, odds ratio coefficients have values that are closer to zero or in-

finity, depending on the hypothesized effect direction.
52 More specifically, all predicted relationships that were supported in my

main analysis also hold in Models 3, 6, 9, 15, 18 and 21 in Table A.9.
However, unlike in my main analysis, the effect of cross-industry acquisi-
tion activity is significant (p<.01) in Model 12. Combining this obser-
vation with the positive and significant (p<.01) odds ratio coefficient
of cross-border acquisition activity (cross-industry acquisition activity) in
Model 9 (15), I find support for the ‘switching’ behavior from higher-
complexity targets to lower-complexity targets as predicted in hypothesis
2a. In fact, only the odds ratio coefficient of large acquisition activity in
Model 21 remains insignificant (p>.10), implying that no switch from
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implies that momentum definitions that use longer time win-
dows likely are superior operationalizations in the context
of research questions that explore phenomena which unfold
over extended periods, such as acquisition patterns.

Table A.10 in the appendix illustrates results of my third
set of robustness tests, which explore alternative operational-
izations of my acquisition complexity dimensions. Overall, it
seems that my results are mostly robust to definitory changes
in my complexity dimensions – both in terms of effect sizes
and significance levels. Two exceptions should be noted,
however. First, the effect of intra-region acquisition activity
in Model 3 is insignificant (p>.10). This indicates that my
results are not robust to changes in the definition of country-
level complexity, possibly because the Anglo-Saxon region
is a region with high acquisition activity53 that allows firms
to maintain their momentum by acquiring targets in other
countries within that region if targets in one specific coun-
try become exhausted. Second, unlike in my main analysis,
the effect of small acquisition activity is significant (p<.10) in
Model 6. Although this finding is counterintuitive, a closer
look at the regression output reveals that the odds ratio co-
efficient of small acquisition momentum is marginally signif-
icant54, indicating that the substantive importance of this
finding is limited. Thus, my results are rather robust to defin-
itory changes in all complexity dimensions.

Finally, Table A.11 in the appendix presents results of my
last set of robustness tests, which use an acquirer’s number
of business units as a proxy for that firm’s Degree of Decen-
tralization. In sum, it seems that my results are not robust
to alternative operationalizations of a firm’s Degree of De-
centralization. Specifically, I make two observations in Ta-
ble A.11. First, the robustness of my results varies with the
dependent variable. For instance, in most model specifica-
tions, the main effects in my subsample of centralized (de-
centralized) firms are slightly stronger (weaker) than those
in main analysis, which are illustrated in Table A.6 in the
appendix. This is indicated by slightly more (less) extreme
odds ratio coefficients for centralized (decentralized) firms
in Models 1 to 4 and Models 9 to 12 in Table A.11. Con-
versely, the odds ratio coefficients in Models 5, 6, 13, and 14
show the opposite behavior with varying magnitudes and un-
systematic changes in their significance levels. This implies
that model specifications in which domestic acquisition mo-
mentum or small acquisition momentum are the dependent
variable show lower levels of robustness than models with
other dependent variables. Second, across almost all model
specifications, it seems that decentralized firms, on average,
might respond less strongly than centralized ones. This is in-
dicated by odds ratio coefficients that have values closer to
one for decentralized firms in Models 2, 4, 10, 12, and 14.

large to small acquisitions occurs – a finding that could indicate that tar-
get size may not be a relevant complexity dimension.

53 Almost 70 percent (= 8,311 / 11,951) of acquisitions in my baseline sam-
ple occur in the Anglo-Saxon regional cluster as defined by Ronen and
Shenkar (2013). Please see Figure A.3 in the appendix for a visual break-
down of all acquisitions by their country of origin.

54 More specifically, this odds ratio coefficient has a p-value of p=.087.

This pattern, if corroborated by tests of second differences,
would support my predictions in hypothesis 4 and, thus, in-
dicate that a firm’s number of business units likely proxies
structural features of firms more accurately.

5. Discussion

In this section, I put my empirical findings into perspec-
tive by benchmarking them against evidence in extant litera-
ture. For this, I resort to the literature streams introduced in
section 2, highlighting the implications of my results for the
literature on temporal acquisition patterns, strategic momen-
tum, and activity load. Moreover, acknowledging the high
practical relevance of acquisitions, I discuss the practical im-
plications of my findings for managers. Finally, this section
presents the limitations of my study as well as potential alleys
for future research.

5.1. Review and Implications of Empirical Findings
In this thesis, I aim to contribute to our understanding

of the factors that cause acquiring firms to systematically de-
viate from their established, externally observable acquisi-
tion patterns. For this, I explore the role of a factor that has
not yet been studied in acquisition pattern research: Activ-
ity load. Building on this construct, I find empirical support
for my baseline hypothesis, which predicts that increases in
a firm’s activity load from acquisitions are negatively related
to that firm’s likelihood of pursuing future acquisitions. In
other words, increases in the volume of acquisitions induce
acquirers to decelerate their acquisition pace to alleviate the
strains on their resources imposed by high levels of activity
load. However, I cannot find robust support for my second
predicted acquirer response: A switch from acquisitions in
a higher-complexity target firm category to acquisitions in
a lower-complexity target firm category. That is, firms may
or may not switch to target firms that are less complex to
acquire – and, thus, change the observable structural prop-
erties of their acquisition pattern – to reduce their activity
load from acquisitions, depending on the operationalization
of momentum. Likewise, I can only partially corroborate that
structural features of acquirers, such as their size or organiza-
tional structure, explain differences in the acquisition behav-
ior of these firms. Specifically, while an acquirer’s size seems
to be related to that firm’s capacity to absorb acquisitions, I
find no robust support for the moderating effect of a firm’s
organizational structure. Thus, it seems that the availabil-
ity of resources influences a firm’s absorptive capacity and,
through this, its acquisition behavior, but the precise nature
of this moderating relationship has yet to be fully understood.

These findings have important implications for scholars
and practitioners alike:

5.1.1. Contributions to Research on Temporal Acquisition
Patterns

This thesis contributes to extant research on temporal ac-
quisition patterns in two ways. First, by exploring whether
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a firm’s activity load from acquisitions can explain devia-
tions from stable acquisition patterns, this thesis adds to our
understanding of the antecedents of these patterns. More
specifically, it complements prior studies that have largely
focused on the performance implications of acquisition pat-
terns (e.g., Ellis et al., 2011; Hayward, 2002; Laamanen
& Keil, 2008; Schipper & Thompson, 1983; Shi & Prescott,
2011; Vermeulen & Barkema, 2002) or explored factors that
solely explain differences in acquisitiveness between firms
(e.g., Baum et al., 2000; Bertrand et al., 2019; Haleblian
et al., 2017; Kim et al., 2011; Malmendier & Tate, 2008;
Shi et al., 2017). Closing this research gap was essential
given the detrimental firm-level performance effects associ-
ated with systematic deviations from previously stable acqui-
sition patterns (Ellis et al., 2011; Laamanen & Keil, 2008;
Vermeulen & Barkema, 2002). Second, this thesis offers new
insights to scholars who identify acquisition patterns based
on externally observable target firm attributes (e.g., Ellis et
al., 2011; Hayward, 2002). That is, while prior studies have
explored the timing of acquisitions in acquisition patterns
(e.g., Hayward, 2002) and the transferability of learnings
across targets with different observable attributes (e.g., Ellis
et al., 2011), this thesis assesses structural changes within ac-
quisition patterns that unfold over time. Specifically, my ro-
bustness tests reveal that such structural changes potentially
exist and manifest themselves in a switching response – from
targets in a higher-complexity category to targets in a lower-
complexity category – that allows acquirers to reduce their
activity load while maintaining their overall momentum. In
fact, it almost seems as if high levels of activity load flip a
switch within the organization of acquirers that induces these
firms to deviate from their established acquisition patterns.
This novel insight, combined with a mechanism that draws
on Penrosian resource-based logic and the BTF (e.g., Cyert &
March, 1963; March & Simon, 1958; Simon, 1945), adds
to prior research, which has largely investigated this phe-
nomenon from an organizational learning perspective, and
thus furthers our understanding of acquisition patterns.

5.1.2. Contributions to Research on Strategic Momentum
Besides adding to our understanding of temporal ac-

quisition patterns, my findings make two contributions of
theoretical nature to the debate on strategic momentum. On
the one hand, my results warrant the separation of within-
and between-firm effects in momentum research – both in
theory development and empirical measurement. This need
arises as my results confirm prior empirical findings of Beck
et al. (2008), who have discovered that firms show behav-
ior opposite to the repetitive momentum hypothesis once
unobserved time-invariant heterogeneity on the firm level
is accounted for (i.e., once the within-firm effect is fully
isolated). Substantively, this indicates not only that the
repetitive momentum hypothesis in its original formulation
does not hold but also that past studies of strategic momen-
tum that used random effects models, which do not separate
within- and between-firm effects, have likely reported biased
results. Separating within- and between-firm effects thus

seems warranted to mitigate any biases and allow for a more
fine-grained theory development in momentum research.
On the other hand, my stipulated causal mechanism expands
the theoretical underpinnings of prior momentum research.
That is, whereas past studies have drawn on organizational
learning theory and theories of managerial cognition to ex-
plain their findings, this thesis uses Penrosian resource-based
logic as a novel theoretical lens. Doing so, I corroborate that
the finite cognitive capacity of managers limits a firm’s abil-
ity to maintain momentum, going beyond the mechanisms
of routine formation and cognitive maps that were heav-
ily emphasized in prior research (e.g., Amburgey & Miner,
1992).

Additionally, this thesis contributes one methodological
insight to extant research on strategic momentum. That is,
my robustness tests indicate that the length of the time win-
dow used in the operationalization of momentum strongly
affects the effect size and significance level of the effect of ac-
tivity load. Although this finding may surprise at first glance,
it can be explained by a key characteristic of my phenomenon
of interest: Temporal acquisition patterns evolve over time.
Thus, meaningful structural changes in these patterns only
become visible after a certain period of time has elapsed. Em-
pirically, this implies that longer time intervals of acquisitions
need to be contrasted with each other to discern true struc-
tural changes. By deriving this insight, this thesis makes an
important methodological contribution to extant momentum
research, which has predominantly relied on event history
analysis (e.g., Amburgey & Miner, 1992).

5.1.3. Contributions to Research on Activity Load and Ab-
sorptive Capacity

This thesis also contributes to research on activity load
and absorptive capacity in three ways. First, my findings
complement prior research on activity load by studying
whether activity load can explain the acquisition behavior
of firms. That is, while prior research has largely explored
the performance implications of (e.g., Kusewitt, 1985; Laa-
manen & Keil, 2008; Shaver, 2006; Zorn et al., 2019) and
structural responses to activity load (e.g., Barkema & Schi-
jven, 2008), this thesis presents evidence on activity load
being an antecedent of acquisition behavior, closing a major
gap in extant research. Second, this thesis adds to past stud-
ies by assessing the joint effect of acquisition volume and
complexity. Specifically, my robustness tests reveal that ac-
quirers potentially switch from targets in a higher-complexity
target firm category to targets in a lower-complexity target
firm category to reduce their activity load burden while main-
taining their overall momentum. With this insight, my thesis
contributes to prior research, which has mostly investigated
the effects of acquisition volume and complexity in isola-
tion (e.g., Barkema & Schijven, 2008; Castellaneta & Zollo,
2015; Kusewitt, 1985; Vermeulen & Barkema, 2002; Zorn
et al., 2019) or only partially substantiated the existence
of a joint effect of acquisition volume and complexity (e.g.,
Laamanen & Keil, 2008). Third, this study adds to our un-
derstanding of the interplay of activity load and absorptive
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capacity in two ways. That is, my results confirm results
of past studies which have shown that the size of acquirers
weakens the negative effect of activity load (Laamanen &
Keil, 2008). Thus, it appears that a larger firm size, ceteris
paribus, helps firms manage the strains of activity load more
effectively. In addition, my results provide no robust support
for the moderating effect of a firm’s organizational structure
as predicted by Penrose (1959). This insight is crucial be-
cause this thesis is – to the best of my knowledge – the first
to empirically test this moderating effect in the context of ac-
quisitions. Yet, this result does not necessarily preclude the
existence of the moderating effect of a firm’s organizational
structure, mainly due to methodological reasons.55 Taken
together, my findings largely corroborate that the concepts
of activity load and absorptive capacity represent two sides
of the same coin, supporting the rationale behind Penrose’s
(1959) ‘fundamental ratio’.

5.1.4. Managerial Implications
Beyond these contributions to academia, this thesis sen-

sitizes managers to the consequences of high levels of activ-
ity load. That is, when making decisions about acquisitions,
managers need to be cognizant of the level of activity load
already borne by members within the organization. This is
because the finite cognitive capacity of these members limits
the number of acquisitions a firm can do in a given period
(Penrose, 1959). Otherwise, the activity load from acquisi-
tions can lead to information overload on the individual level
(Castellaneta & Zollo, 2015) and corporate indigestion on
the organizational level (Kusewitt, 1985) – two consequences
that are associated with negative performance implications
for acquirers (Laamanen & Keil, 2008).

Finally, this thesis provides managers with a set of prac-
tical actions. That is, my results suggest that managers can
actively manage the activity load from acquisitions. Specifi-
cally, managers can choose between three options that vary
in their ease of implementation. First, managers can con-
sciously regulate the volume of acquisitions to benefit from
inorganic growth while avoiding a situation of information
overload. While easy to implement, this option may not al-
ways be aligned with the strategic goals of the acquirer. Sec-
ond, if this option is not desired, managers can decide to ac-
quire targets that are less complex to acquire or integrate.
However, the feasibility of this option depends on a firm’s
ability to switch to a lower-complexity target firm category
and, thus, may not be available to all acquirers. Third, in-
stead of regulating the activity load of acquisitions, managers
can increase the absorptive capacity of their firm. While this
can be achieved, for instance, by hiring and training addi-
tional people, this option is hard to implement in the short
run because the accumulation of knowledge in new hires
with respect to M&A processes and specificities of the ac-
quirer organization requires time (Penrose, 1959). Managers

55 That is, my baseline operationalization of Degree of Decentralization might
not accurately proxy structural features of acquiring firms.

therefore need to carefully evaluate these trade-offs in accor-
dance with the strategic goals of and resource base available
to their organization before choosing a specific option.

5.2. Limitations and Recommendations for Future Research
My study has two main limitations that may affect the va-

lidity of my findings. First, my analysis fully abstracts from a
key driver of acquisition behavior: Strategic intent (e.g., Big-
gadike, 1979; Karim & Mitchell, 2000; Lasserre, 2003; Lee
& Lieberman, 2010). In fact, given the multitude of ratio-
nales behind acquisitions, the acquisition behavior of firms
likely is more opportunistic than assumed in this study. This
could raise concerns about unaddressed confounding factors
in my analysis and, thus, limit the explanatory power of my
results. Second, albeit I extensively draw on prior theory
to explain the underlying mechanics of my predicted activ-
ity load effect, I did not directly measure my proposed causal
mechanism. This implies that my results could reflect a spuri-
ous correlation instead of a causal effect. Thus, to prove the
validity of my causal mechanism, future research needs to
explicitly rule out competing mechanisms, such as changes
in a firm’s strategic intent (e.g., Biggadike, 1979; Karim &
Mitchell, 2000; Lasserre, 2003; Lee & Lieberman, 2010) and
a firm’s past acquisition performance (e.g., Kusewitt, 1985;
Laamanen & Keil, 2008; Zorn et al., 2019). This can, for
instance, be achieved through qualitative research designs,
which are particularly well suited to examine process-based
mechanisms like mine due to “their capacity to capture tem-
porally evolving phenomena in rich detail, something that is
hard to do with methodologies . . . [that use archival data]”
(Langley & Abdallah, 2011, p. 202).

Furthermore, two methodological choices in my study
could limit the explanatory power of my results. First, my
chosen sample of acquirers may compromise the generaliz-
ability of my results to the full population of acquirers. This
is because my sample only includes firms that are large in
size and mainly located in the United States. However, while
this choice could induce a firm-size and/or geographic bias,
it ensures that my study only analyzes acquirers that are suf-
ficiently acquisitive – a pre-condition for examining acqui-
sition patterns that evolve over time. Second, some opera-
tionalizations of variables in this study might raise concerns
about construct validity. For example, the results of my ro-
bustness tests indicate that my baseline operationalization of
structural features of firms, which is based on executive ti-
tles, could suffer from this problem, potentially causing in-
conclusive results. Similar concerns could apply to my op-
erationalization of activity load. That is, although my study
followed prior research (e.g., Castellaneta & Zollo, 2015) by
using externally observable target firm features as proxies for
a firm’s activity load, my proxies fully abstract from inter-
nally observable or unobservable acquisition characteristics
that could influence the activity load from acquisitions, such
as differences in organizational cultures and the degree of
structural integration in the PMI stage (Haspeslagh & Jemi-
son, 1991). Moreover, even if externally observable target
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firm attributes were valid proxies for activity load, the con-
struct validity of my measures can still be questioned. This
is because, unlike prior studies that use relative proxies, such
as target-to-target similarity, to measure heterogeneity in ac-
quisitions (e.g., Hayward, 2002; Laamanen & Keil, 2008), I
use absolute proxies, such as the number of domestic acqui-
sitions, to account for differences in acquisition complexity.
These proxies, however, are rather static and, thus, abstract
from the dynamic properties of activity load (Castellaneta &
Zollo, 2015), possibly limiting the explanatory power of my
findings.

Considering these limitations, future research could add
to our understanding of the effect of activity load by ex-
ploring four topic areas. First, given the complex nature of
the construct of activity load, scholars could examine alter-
native, more advanced operationalizations of activity load.
Future studies could, for instance, re-run my analyses with
an acquirer’s target-to-target similarity as a measure for het-
erogeneity in acquisitions. Alternatively, scholars could con-
struct a multi-dimensional index as shown in Figure A.4 in
the appendix instead of analyzing possible dimensions of ac-
tivity load separately, thereby complementing the approach
used in this thesis. Second, future research could further ex-
plore factors that moderate the effect of activity load. This
would be critical since our understanding of variables that
moderate the effect of activity load remains limited, both
with respect to variables that were explored and not explored
in this study. Third, scholars could investigate the relation-
ships between different types of firm-level responses to ac-
tivity load, including reductions in the performance of ac-
quirers (e.g., Kusewitt, 1985; Laamanen & Keil, 2008; Zorn
et al., 2019), changes in their organizational structure (e.g.,
Barkema & Schijven, 2008), and – as shown in this study
– changes in their acquisition behavior. Following this ra-
tionale, researchers could, for instance, examine the bound-
ary conditions of these individual responses or even assess
whether a hierarchy of firm-level responses to activity load
exists. Fourth, scholars could investigate the effect of ac-
tivity load in non-M&A research contexts, such as strategic
alliances (e.g., Shi & Prescott, 2011, 2012), international
expansion (e.g., Vermeulen & Barkema, 2002), and orga-
nizational change (e.g., Kelly & Amburgey, 1991; Miller &
Friesen, 1980). Doing so, future studies would not only ex-
plain firm behavior that is relevant to their respective fields
but also add to our understanding of the effect of activity
load.

6. Conclusion

In this study, I present first empirical evidence on the ef-
fect of an acquirer’s activity load from acquisitions on that
firm’s acquisition behavior, with a particular emphasis on
how the activity load from acquisitions causes acquirers to
deviate from their established acquisition patterns. For this,
I exploit changes in the acquisition activity of acquirers in
my panel of the 300 largest Fortune Global 500 firms over
the 1990-2010 period. My results are based on a hybrid

logit model, in which I regress seven operationalizations of
an acquirer’s acquisition momentum on different definitions
of activity load. As predicted, increases in an acquirer’s ac-
tivity load from acquisitions, on average, reduce that firm’s
ability to maintain its acquisition momentum. Also, my re-
sults reveal that acquirers potentially switch from targets in
a higher-complexity target firm category to targets in a lower-
complexity target firm category to reduce their activity load
burden while maintaining their overall momentum. Albeit
this finding cautiously indicates that the activity load from
acquisitions can explain deviations from established acqui-
sition patterns, the observed effect strongly varies with the
operationalization of momentum and, thus, warrants further
investigation of this phenomenon. Similarly, I obtain ambigu-
ous results in my analysis of heterogeneity in firm responses
arising from differences in the absorptive capacity of firms.

The negative average acquisition response of firms can be
explained by an overload situation that is caused by high lev-
els of activity load. That is, as the inertial pressures of mo-
mentum induce acquirers to engage in further acquisitions
(Amburgey & Miner, 1992; Miller & Friesen, 1980, 1982),
the steady increase in acquisition activity directly translates
into a higher activity load until the cognitive burden borne by
managers exceeds their ability to process this activity load,
creating a situation of information overload (Castellaneta
& Zollo, 2015). As the strains of information overload are
instantly felt by managers and, thus, must be immediately
acted on, acquirers are forced to decrease their activity load
by reducing their acquisition volume. Yet, while this mech-
anism is supported by multiple theories, such as Penrosian
resource-based logic and the BTF (e.g., Cyert & March, 1963;
March & Simon, 1958; Simon, 1945), it is not directly mea-
sured in this study and, thus, needs to be further examined
to verify its causal interpretation.

Finally, my findings have important implications for
scholars and practitioners. That is, on the one hand, this
thesis helps scholars better understand a phenomenon of
high practical relevance: Deviations from temporal acquisi-
tion patterns. Beyond this contribution, scholars benefit from
new empirical insights that add to the debate on strategic
momentum and past studies of activity load and absorptive
capacity. On the other hand, this study makes managers
more cognizant of the implications of activity load and pro-
vides them with a set of practical actions. Specifically, my
findings suggest that managers can actively manage the ac-
tivity load from acquisitions by (i) regulating the volume of
acquisitions, (ii) acquiring targets that are less complex to
acquire or integrate, and (iii) increasing the absorptive ca-
pacity of their organization. This option space thus suggests
that managers are in the driver’s seat and ideally should flip
the switch before the strains imposed by a firm’s activity load
do. Therefore, the concept of activity load offers plenty of
relevant insights and, thus, should be high up on the research
agendas of strategy scholars.
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Decarbonizing Travel Decisions by Using Digital Nudges

Patrick Riedlsperger

Technical University of Munich

Abstract

The current climate crisis was caused by our everyday, individual decision-making. People have the opportunity to decide
between options that contain more or less greenhouse gases. This is particularly relevant for the travel industry which has
historically been a major contributor to global emissions. The nudging concept introduced by Sunstein and Thaler (2021) can
help people enhance their decision-making to promote environmental stewardship. Every consumption decision in travel is an
opportunity as it can be ‘decarbonized’ to a greener outcome. This thesis provides evidence that the intervention technique is
effective to lead to more sustainable decision-making in a digital travel booking process. This research project used a simulated
booking process to compare the effectiveness of different digital nudges. Users could choose different options in their booking
in the realm of transport, accommodation and restaurants. Overall, 456 online participants completed the process. The
digital experiment used one regular booking process, which was used as a reference group, and 9 different types of digital
nudges. The effectiveness of the nudges was analyzed by using a binary logistic regression model. Of the 9 experiments which
included digital nudging interventions, 6 produced statistically significant results. The most effective nudge in the experiment
used a social norm intervention. After its application to the process, odds were more than 4 times higher that users chose
the most sustainable option that contained the least amount of greenhouse gases. In general, all regression coefficients (B)
were positive, with odds ratios Exp(B) between 2.471 and 4.419. The results of this thesis support the view that nudges
are an effective tool to drive more sustainable behavior. The results showed that digital nudges led to the booking of the
most sustainable travel offers. User interface designers and other choice architects can use the findings of this thesis to reduce
greenhouse gas emissions in travel as one of the many steps we must undertake to fight global warming and its drastic impacts
on our economy and society.
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1. Introduction

This thesis addresses one of the most important chal-
lenges our society faces in this century. While writing it,
Fountain (2022) reported for the New York Times that heat
waves in Europe are increasing in frequency and intensity
at a faster rate than almost any other part of the planet.
Temperature highs hit new records across the continent this
summer. Rising temperatures, drought, frequent wildfires,
shifting rainfall patterns, melting glaciers and the rise of the
average global sea level prove that the impacts of climate
change are underway. To mitigate climate change, we must
reduce or at least prevent emissions linked to human activ-
ities (European Environment Agency, 2021). Schellnhuber

(2021) is the originator of the 2 degrees Celsius global tem-
perature target and described the climate crisis as similar to
the COVID-19 crisis - just substantially bigger by dimensions
and consequences. We have acute emergencies, loss of hun-
dreds of thousands of lives, and other socioeconomic impacts
that widen the wealth gap. According to the renowned re-
searcher, the potential damage that climate change can cause
is even greater than COVID-19 by a factor of a hundred or
even a thousand. In both cases, however, it is a question of
acting in a timely manner. When it comes to climate change,
we need to turn things around in the next three decades or
we will reach an irreversible state.

Global warming is caused by humans and their emissions
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of greenhouse gases, as they blanket the Earth and trap the
sun’s heat (United Nations, 2022). Every day, each of us
makes a host of purchase and consumption decisions. Em-
bedded in every decision is some amount of greenhouse gas.
This means all of our many small, individual actions add up to
a substantial impact on the climate. The way forward will be
determined by the decisions made by millions and our ability
to pivot many of those decisions toward a greener outcome
(Amram & Kulatilaka, 2009). People can reduce their foot-
print by buying products such as the Impossible Burger or
electric cars. They can change their own personal consump-
tion habits, so that clean products can achieve scale and their
costs go down. Decarbonization will be the most incredible
feat achieved by humankind (Gates, 2021).

Besides strict regulatory measures and the potential to
reduce carbon footprints when delivering services or mak-
ing products, we must find complementary ways to react to
the climate crisis at an individual level of decision-making.
During my Executive MBA program at TU Munich and HSG
St. Gallen, I came across the book “Nudge: Improving De-
cisions About Health, Wealth, and Happiness” by Sunstein
and Thaler (2021). Nudging is a theory in the field of behav-
ioral economics. In short, a Nudge aims to lead consumers to
make more efficient decisions for themselves, and as a result,
for society. It challenges the idea that rational humans always
choose the option that is ‘best for them’ and unpacks how to
‘nudge’ individuals into making better decisions (Spiliakos,
2017).

In their bestselling book, Sunstein and Thaler (2021, p. 8)
also mention the potential to use nudging interventions to
promote more sustainable consumption behaviors.

“Private companies that want to make money and
to do good can benefit by creating environmentally
friendly nudges, helping to reduce air pollution and
the emission of greenhouse-gases.”

Accelerating climate action by reducing our emissions is
of utmost importance for travel. This industry is highly vul-
nerable to climate change. At the same time, it contributes
to some of the highest emissions of greenhouse gases of any
industry worldwide. It must comply with the global COP26
commitment to halve our emissions by 2030 and achieve net
zero by 2050. There is a growing consensus among stake-
holders in the travel industry that the future and resilience
of tourism will depend on the ability to cut emissions by 50%
by 2030 (UNWTO, 2019).

My motivation for this research project was to seize and
further explore the idea of Sunstein and Thaler to use nudg-
ing interventions for the reduction of greenhouse gases.
Based on the relevance of climate action to travel, my goal
was to explore how businesses can use Nudging to reduce
emissions and fight our climate crisis. The central actor in
climate change and this thesis is the individual consumption
decisions we make every day and the related impacts.

Nudging seems to be an attractive opportunity to fight cli-
mate change, without jeopardizing freedom of choice. Many

researchers, including Sunstein (2019), emphasize the im-
portance of evidence when implementing nudges, as some
interventions seem promising in the abstract, but fail in prac-
tice. Sunstein (2017b) even published an article on “Nudges
that fail” explaining why nudging is sometimes ineffective,
or at least less effective than we hope and expect. Empirical
tests, including randomized controlled trials, are the solution
to overcome this issue. Researchers should investigate which
types of nudges tend to have larger effects on outcomes. Em-
pirical tests can reveal the best nudging techniques to achieve
a specific goal.

Schneider et al. (2018) encourages fellow scholars to en-
gage in research on nudging in digital choice environments,
because of the ubiquitous digitalization of our private and
professional lives. According to Lehner et al. (2016), the
evidence base for the effectiveness of nudges in sustainable
consumption remains an important research topic. Further-
more, to take full advantage of digital nudging, Mirsch et al.
(2018) stress that interventions must be developed systemat-
ically, applied on the user, and then tested for their effective-
ness. Quantitative research to test the effectiveness of Nudg-
ing has been conducted before. Most research in this domain
is limited to a certain context such as energy (Allcott, 2011;
Ebeling & Berger, 2015; Lade et al., 2020), diet (Hanks et
al., 2012; Jesse et al., 2021; Tett, 2021), or finance (Franklin
et al., 2019; García & Vila, 2020; Thaler & Benartzi, 2004).
In a travel-specific context current research projects on nudg-
ing people towards more sustainable options is restricted to
transport (Nijhuis, 2020) or the qualitative feedback of re-
search participants (Andersson, 2019).

Furthermore, systematic literature reviews across do-
mains (Hummel & Maedche, 2019; Mertens et al., 2022;
Szaszi et al., 2018) investigate whether nudging interven-
tions across techniques and behavioral domains are effec-
tive. If these results can be generalized is questionable as
the virtue of nudges is context specific (Kosters & van der
Heijden, 2015; Sunstein & Thaler, 2021)

The purpose of this thesis is to reduce greenhouse gas
emissions. More specifically, this study aims to quantitatively
identify the most effective ways to nudge users towards more
sustainable options in a travel-specific context. The goal is
to add value to the topic by testing if nudges are effective
for more sustainable decisions and which nudges are most
effective. Upon the completion of this research project, the
following questions should be answered:

Are Nudges an effective way to promote more sus-
tainable travel decisions?

Which Nudges are effective in promoting more sus-
tainable travel decisions?

Companies in the travel industry should be able to utilize
the results to drive sales of the most sustainable products on
their channels. It is one of the many small steps we need to
take for this major challenge of humankind to reach net zero
by 2050 and tackle climate change.
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2. Theoretic Background

2.1. The Climate change challenge
In ‘An Inconvenient Truth’, Gore (2006) made an impas-

sioned call for immediate climate action. The film focused
on the grave state of our environment, earned two Academy
Awards and was one of the highest grossing documentaries
of all time. A major audience, for the first time, was con-
fronted with one of the biggest challenges of our modern
society. The film changed viewers’ attitudes towards global
warming. 73% of all viewers even indicated that they would
change their habits because of the climate crisis (Mazar et al.,
2020; Nielsen, 2007).

However, beliefs and concerns often do not result in
climate action. Hornsey et al. (2016) meta-analyzed 196
studies and polls, and found that environmental-friendly at-
titudes and intentions can only be modestly associated with
environmental-friendly behavior. Jacobsen (2011) tested
if people took action after they watched ’An Inconvenient
Truth’ and found that effects faded quickly after initial ac-
tions. It seems that we as a society fail to act to protect the
environment, because we lack concern on the issue. Our
concern about climate change has grown globally, but on
an individual level, our decision behaviors do not seem to
reflect that concern (Mazar et al., 2020).

The primary driver of the human-caused climate change
is the rise of atmospheric levels of carbon dioxide and other
greenhouse gases. Since the Industrial Revolution, humans
have released nearly 2,500 metric gigatons of CO2 into
earth’s atmosphere. If we do not implement any significant
changes, global temperatures could increase by 2.3 degrees
Celsius by 2050. Multiple scientists predict that this could
be a point of no return. Feedback loops such as the thawing
of permafrost, which will lead to an additional emission of
greenhouse gases could ultimately turn earth into a ‘hot-
house’ state. Potential impacts will rise over time if levels of
greenhouse gases in our atmosphere continue to rise. Corpo-
rates and governments alike must integrate climate change
into their decision-making to accelerate the pace and scale
of adaptation, and decarbonize at scale to mitigate risks
(Woetzel et al., 2020).

Between 2022 and 2026, the annual mean global surface
temperature is predicted to be 1.1 and 1.7 degrees Celsius
higher than preindustrial levels. The chance of this five-year
mean being higher than the last five years (2017-2021) is
93% (World Meteorological Organization, 2022). Even if
our emissions came to a sudden halt, Earth’s atmosphere will
continue to warm. This illustrates the difficulty of reversing
climate change (Frölicher et al., 2013).

The amount of warming largely depends on the choices
we make now and in the next decades. The IPCC (2021)
illustrates five different scenarios, based on Shared Socioe-
conomic Pathways (SSPs). These scenarios include natural
events like volcano activity and a broad range of social and
economic forces, which are driving greenhouse gases. SSP1-
1.9 represents the low end of emissions, leading to a warming

below 1.5 degrees Celsius in 2100. Together with the SSP1-
2.6 scenario these calculations are based on declining CO2
emissions to net zero around 2050. At the other end, the
SSP5-8.5 scenario calculates that humans will double their
emissions by 2100 compared to today’s levels. The report
even reaffirms a near-linear relationship between cumula-
tive CO2 emission and the global warming they cause. Each
1,000 gigatons is assessed to cause an increase of global sur-
face temperature of 0.45 degrees Celsius.

The global momentum towards decarbonization contin-
ues to grow. Most developed countries, leading companies
and other organizations have reached broad consensus to
pursue net-zero emissions (Engel et al., 2022). The interna-
tional, legally-binding “Paris Agreement” (2016) is the most
far-reaching in our history. Currently, 194 states and the Eu-
ropean Union signed to:

Article 2 – 1. (a) Holding the increase in the global
average temperature to well below 2°C above pre-
industrial levels and pursuing efforts to limit the
temperature increase to 1.5°C above pre-industrial
levels, recognizing that this would significantly re-
duce the risks and impacts of climate change;

According to climate scientists many of the direst effects
of human-caused climate change can still be avoided. There
are severe and currently uncertain impacts such as ice-sheet
collapse, deforestation or an abrupt change in ocean circula-
tion. However, the biggest uncertainty in all climate change
projections is how humans will act. It is still possible to limit
global warming to within 1.5 degrees Celsius by immediate,
rapid and large-scale reduction of all greenhouse gases. The
climate future can be changed, if we change our behavior
with new ideas and actions (Tollefson, 2021). If we are able
to transform our economy, reach political agreements and
public buy-in to sharply reduce our emissions, there is still
hope to limit the destruction caused by the climate crisis (Fis-
chetti, 2021). Environmental improvements in companies
were traditionally focused on pollution control. However,
companies and regulators must find ways to prevent envi-
ronmental harmful emissions before they occur (Porter & van
der Linde, 1995). To contribute to systemic change and sub-
stantial reduction of our greenhouse gas accumulation, we
must also empower individuals. Climate change is the ag-
gregation of billions of individual decisions. Climate actions
such as living car-free, avoiding airplane travel or switching
to a plant-based diet have tremendous potential to reduce
the pace of greenhouse gas accumulation in our atmosphere
(Wynes & Nicholas, 2017).

2.2. The travel industry and it’s footprint
The World Travel & Tourism Council (2022) reports on

the economic and employment impact of the travel industry
for 185 countries around the world. According to the report,
the travel industry accounted for 1 in 4 of all newly-created
jobs across the world in 2019 when accounting for its direct,
indirect and induced impacts. The sector contributed 10.3%
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Figure 1: Global surface temperature change relative to 1850-1900 (IPCC, 2021)

to global GDP and comprised 6.8% of total exports. Due to
the necessary restrictions in mobility during the COVID-19
pandemic, global GDP share decreased to 5.3% in 2020 and
recovered to 6.1% in 2021.

Research undertaken by Lenzen et al. (2018) quantified
tourism-related global carbon flows between 160 countries
and indicated that the travel industry will constitute a grow-
ing part of our greenhouse gas emissions. About 8% of global
greenhouse gas emissions are currently tied to tourism. The
global footprint of tourism increased from 3.9 to 4.5 met-
ric gigatons carbon dioxide between 2009 and 2013. Con-
sumer demand for travel has grown much faster than their
consumption of other products and services. This global de-
mand is outstripping the decarbonization efforts of tourism
operations. When we evaluate the carbon burden of differ-
ent travel activities, there is significant variation, with avi-
ation being the most critical component. The majority of
this footprint is caused by high-income countries. Breaking
down carbon emissions to different tourism-related activi-
ties, the highest proportions occur in transport (especially by
air), goods (shopping) and hospitality (accommodation and
restaurants).

The number of international travelers is expected to reach
1.8 billion per year in 2030. Based on a current scenario,
transport related CO2 emissions alone from travelers will
grow 25% from 2016 levels. The predicted growth will
bring opportunities such as socioeconomic development and
job creation, but also challenges to meet climate targets
(UNWTO, 2019).

According to the World Tourism Organization (2008)
consumers should be encouraged to consider the climate
and environmental impacts of their options before making
a decision. Whenever possible, tourists should try to reduce
their carbon footprint and opt for environmentally friendly
activities at the destination. Exemplary measures are rais-
ing awareness for the issue among customers, promoting
public modes of transport, improving awareness and trans-
parency around emissions, and creating standardized carbon
footprint labeling on all tourism products.

2.3. Our operating systems
People employ a very limited number of heuristics to sim-

pler judgmental operations. While this reduction in complex-
ity of our decision-making processes is usually effective, it
can also lead to severe and systematic errors (Tversky & Kah-
neman, 1974). In his behavioral economics memoir, “Think-
ing Fast and Slow”, Kahneman (2013) says that our minds
process information in two distinct ways. In System 2, our
minds are concerned with effortful mental activities that de-
mand brainpower, including complex computations. How-
ever, most of the time, people operate on System 1 which
allocates attention to automated, intuitive decisions with lit-
tle or no effort and no sense of voluntary control. System 1
is the dominating mode, which is also guiding and steering
our analytical System 2 to a very large extent.

The theory of the Homo Economicus is fiction. Real hu-
mans embrace irrelevant information, see patterns where
none exist and are subject to serious inertia. All our minds
are dichotomous. The first half’s seize is resolute, farsighted
and reflective. However, the other reptile half often seizes
the levers of choice in an impulsive, myopic and emotional
way. This is why we smoke, drink, eat too much, or exercise
and save too little. People can better be described as Homer
Economicus than the theoretical rational ideal. The key claim
in behavioral economics is not that people are fallible; it is
that humans make mistakes systematically (Leonard, 2008).

2.4. Stone Time Psychological Biases
Human social behavior has developed in the course of the

evolution. However, people still have behavioral patterns,
which stem from the Stone Age and can lead us to erroneous
decision-making. Our modern environmental problems are
caused by these biases. At the same time, we can employ
identical biases, to systematically develop influence strate-
gies towards environmental conservation and change (Tho-
run et al., 2017; Vugt et al., 2014).

New research from scholars at INSEAD and the University
of Southern California has shown that there is an attitude-
behavior gap in sustainable habits. Governments and busi-
nesses can reduce this gap by interventions that draw on the
insights of psychology and behavioral economics (Mazar et
al., 2020). People make decisions quickly under pressure,
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Table 1: Economic impacts of the travel industry from 2019 to 2021 – Adapted from World Travel & Tourism Council (2022)

Total GDP contribution Total jobs in the travel industry
(year-on-year change)

2019 9,630 billion USD +4.7% 333 million 1 in 10 jobs
2020 4.775 billion USD -50.4% 271 million 1 in 12 jobs
2021 5.812 billion USD +21.7% 289 million 1 in 11 jobs

Figure 2: Carbon Footprint of Global Tourism – Adapted from World Travel & Tourism Council (2021)

Figure 3: Homer deciding on System 1 mode, Spock operating in System 2 logic Gilbert (2021)

based on system 1 and guided by biases and psychological
fallacies. There are many pitfalls to reasonable decision mak-
ing – taking the most beneficial choice (Sperling & Güntner,
2017).

2.5. The Nudging Concept
Nudging uses biases and other systemic errors in our

decision-making processes. Instead of appeals, tax incentives
or bans, nudging applies psychological methods (Rauner,
2015). Introduced by Harvard professor Cass Sunstein and
University of Chicago professor Richard Thaler, these inter-
ventions are aimed at getting people to act in their own
best interest. Nudges alter people’s decision behavior in
predicable ways and help them to improve their lives, while

maintaining freedom of choice. Hansen (2016, p. 168) de-
fines nudging as an attempt to influence the behavior of
people in a predictable way without forbidding or adding
any rationally relevant choice options or changing incen-
tives. The goal of nudging is to make life simpler and easier
to navigate for choosers. A good example of an application
of nudging is a GPS system, which people use in their cars or
on their smartphones. The GPS nudges people to steer in a
certain direction, while having the freedom of selecting their
own route instead (Sunstein, 2019). To count as a nudge,
interventions must be easy and cheap to avoid. Nudges are
never mandating. Imagine a parent that wants their chil-
dren to eat healthier. The overall goal is to teach children
to decide in their own best interest, which practically means
increasing their consumption of fresh fruits and vegetables
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Table 2: Constraints and Obstacles of Psychological Biases – Adapted from Vugt et al. (2014)

Psychological Constraints on behavior Ways of intervention
Bias change
Self-interest People prioritize personal over col-

lective interests
Persuade individuals to value the collective
more than their own interests

Shortsighted People value the present more than
the future

Persuade individuals to value the future
more than the present

Status People value relative over absolute
status

Persuade individuals to accept a lower rel-
ative status associated with environmental
conservation

Social imita-
tion

People copy what others around
them are doing

Persuade people to behave environmentally
despite not many others behaving in this
way

Sensory mech-
anisms

People ignore threats and dangers
they cannot see, smell or touch

Persuade individuals to be concerned about
distant, global, and slow-moving environ-
mental problems

and decreasing their consumption of junk food:

- Nudge: Fruits and vegetables are placed closer to loca-
tions where children usually play to steer them towards
healthier choices. At the same time, place junk food is
placed in a cupboard, to reduce their consumption of
unhealthy foods

- Not a nudge: Unhealthy food choices are completely
banned from the children’s diet and they are forced to
only eat fruits and vegetables (Pereira, 2019).

Nudges have been used by both large and small, public
and private sector organizations around the world. Most re-
cently, health organizations have used nudges to educate citi-
zens on COVID-19 testing and vaccination. Nevertheless, the
main goal of nudges may not always be to protect the chooser.
Nudges also help to protect third parties such as our climate
(Thaler & Sunstein, 2021). Private companies that want to
do good and make money at the same time can implement
nudges to reduce air pollution and the emissions (Sunstein
& Thaler, 2021).

Nudges are always based on an underlying choice archi-
tecture. Similar to traditional architecture, it is crucial to un-
derstand that there is no such thing as a neutral design. Small
details can have a major impact on people’s actual behav-
ior. Good architects are aware that although there is no such
thing as a perfect building, they make some choices which
will have beneficial effects. For example, workplace interac-
tion may be influenced by the location of the coffee machine
when they design an office building. Choice architects have
the responsibility of organizing the context in which humans
make decisions and have the power to steer people’s choices
in a direction that will improve their lives. Most people are
actually choice architects without realizing it. Some exam-
ples of day-to-day choice architects in our lives include:

- A medical doctor describing different medical treat-
ment options to patients,

- A sales manager presenting different products to
clients

- A caterer deciding how food and beverages are pre-
sented in a cafeteria,

- A web developer who designs interactions on websites
(Sunstein & Thaler, 2021).

2.6. Why Libertarian Paternalism
Nudging is a technique that uses the idea of Libertar-

ian Paternalism. This term might not be endearing to many
readers as both concepts seem to be contradictory (Sunstein
& Thaler, 2021). As many economists are libertarians, the
term paternalism may even be derogatory. This is based on
the false assumption that people always make choices which
are in their best interest. While people should be “free to
choose” as Friedman and Friedman (1990) put it, paternal-
istic measures help them to take better decisions for them-
selves. Furthermore, in many cases, a choice architect must
make choices affecting others and paternalism does not al-
ways involve coercion by definition. As in the caterer ex-
ample, the choice architect must make a decision on how to
present food and beverages in a cafeteria. Libertarian Pater-
nalism means that the person can arrange the products in an
order, which benefits the health of guests. However, there
is the liberty of every individual to make their own selec-
tion (Sunstein & Thaler, 2003). Nudges can alter behaviors
towards climate-friendly actions and are the subject of en-
thusiasm to steer without having to resort to ‘hard’ public
regulation (Siipi & Koi, 2022).

2.7. Nudging Toolbox
Choice architecture can succeed in many managerial set-

tings. There are a variety of nudges which have been studied
by scholars in many different academic disciplines (Beshears
& Kosowsky, 2020). There are different ways to categorize
nudges. One example is by educational or non-educational
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Table 3: Categories and examples of policy interventions – Adapted from House of Lords (2011)

Regulation Fiscal measures Non-regulatory and non-fiscal
of the individual directed at the measures with relation to the

individual individual
Guide and enable choice

Eliminate choice

(prohibiting goods/services)

Restrict choice

(outlaw smoking in public)

Fiscal incentives

(tax cuts/breaks)

Fiscal disincentives

(taxation on cigarettes)

Non-fiscal incentives and disincentives

(time-off work to volunteer)

Persuasion

(marketing campaigns)

Choice Architecture

(nudges)

nudges, which evaluates whether people like or dislike be-
ing nudged in a particular way (Sunstein, 2017a), whether
it triggers our described system 1 or system 2 (Sunstein,
2016) and how the nudge influences the choice of individ-
uals (Lehner et al., 2016). Sunstein (2019) also mentions
there is an exceedingly wide range of interventions and their
number and variety is constantly growing. Hence, he created
an overview of 10 important nudges, which choice architects
can use.

2.7.1. Default rules
Providing a default option is the simplest example of a

successful nudge. It is simply what happens if the chooser
does nothing. Many people just go with the flow sometimes
knowingly and sometimes unknowingly. Default rules are an
extremely powerful tool for choice architects to implement.
One example of a default rule is in the area of pension pol-
icy in the US. In many 401(k) plans, the default is not to
join. If you want to join, there is the duty of filling out paper-
work. Companies which decided the opposite default option
increased enrollment to the pension policy greatly (Thaler,
2009). Defaults can be seen as manufacturer recommenda-
tions. They have the potential to enhance customer expe-
rience and drive sales. A large national railroad in Europe
made a small change to their website where a ticket purchase
automatically included a fee-based seat reservation. Before
this change was made, only 9% of users chose the reservation
option, which increased to 47% after the implementation of
the nudge. The railroad earned an additional US$40 mil-
lion, with only a small fixed cost in programming and infras-
tructure (Heitmann et al., 2008). Default options can also
manage our transition into a carbon-free economy. Default
engines of new cars could be set to hybrid or fully electric.
Standard temperatures of washing machines could be low
and users would need to actively switch to higher tempera-
tures (Berger, 2015). Along with a nationwide energy sup-
plier in Germany, Ebeling and Berger (2015) attempted to

use default rules to nudge existing customers to a new green
energy contract that stemmed entirely from renewable re-
sources. Setting the default choice to the more sustainable
option nearly ten folded purchases of the green energy plan.

2.7.2. Simplification
People struggle to make choices, especially for complex

products. The complexity of the information provided greatly
affects the outcomes of decisions. Simplification nudges
build on the insight that the amount and accessibility of
information provided are not the only things that matter
to people. Simplifications nudges can support choosers by
making information more straightforward and presented in
a way that best fits their information processing capabilities
and decision-making process. One example of simplifica-
tions is food labels. They are often focused on counteracting
lifestyle-related health problems such as obesity or diabetes
(Mont et al., 2014). Another case of simplification is by la-
beling the Energy Star brand by the Department of Energy
and the Environmental Protection. This label identifies prod-
ucts that meet certain energy efficiency standards. The label
increases simplification by decreasing the amount of infor-
mation that individuals have to process. It allows customers
to choose energy efficient options with less research effort
(Cooper, 2017).

2.7.3. Use of Social Norms
People tend to make choices based on social influence.

Social Norm nudges inform people what other choosers are
doing and thereby induce them to alter the same decision
(Nahmias, 2019). Humans are nudged by other humans be-
cause they tend to think others have better information and
understanding of a topic or because they just like to conform
to a group. Asch (1951) conducted a series of experiments
on how we tend to follow the herd. When the participants
were asked to decide individually, and without judgment of
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Figure 4: Booking.com’s sustainable travel label – Adapted from Booking.com

others on a very easy task, they almost never erred. How-
ever, on the same task in a group setting, where everyone
else gave incorrect answers, nearly three quarters of people
erroneously went along with the group at least once. People
were defying evidence their own senses observed just for the
reason of conformity. Choice architects can use this fact to
move people in a better direction (Sunstein & Thaler, 2021).
Social norms can influence higher or lower levels of waste
sorting, energy consumption or mobility options. To reduce
emissions, we must motivate people to shift to more energy-
efficient cars and change modes of transport such as by using
a bicycle instead of a car for short distances. One specific type
of nudge here would be fitness challenges, where information
about other people’s cycling behavior is evaluated and then
used by choice architects. A range of studies in the US, UK
and Ireland have documented that social feedback combined
with frequent information on energy usage of others, can re-
duce consumption by 7%. The use of social norms has been
shown to be effective when peer comparisons are offered in
combination with information on personal consumption be-
havior. The focus should be on situations where people have
a personal point of reference (A. S. E. Nielsen, 2016). For
water utilities, nudges can be cheaper and easier than build-
ing new dams, wells or plants. Startups such as WaterSmart,
H2OScore and DropCount have developed tools which are
using the human need for conformity to alter consumer be-
havior. For instance, they compare the water consumption
of an individual with the usage of their neighbors (Wang,
2014).

2.7.4. Increase in ease and convenience
Resistance to change is often not based on disagreement

or skepticism. It is often the perceived difficulty of a de-
cision or the ambiguity of arguments which hinders people
from making a good choice for themselves (Sunstein, 2019).
When speaking of food, convenience is often associated with
less healthy choices. Hanks et al. (2012) executed a study
where convenience was associated with healthier choices.
Healthier foods were made more convenient relative to less

healthy foods. One of two lunch lines in a cafeteria was ar-
ranged this way and field researchers compared purchases
and consumption before and after the conversion. The study
provided evidence that the convenience line that offered only
healthier food options nudged students to consume fewer
unhealthy foods. Sales of healthy foods increased by 18%
while the consumption of less healthy foods decreased by
nearly 28%. Even small improvements of choice architects in
making an option more convenient will have an impact. Ex-
periments in Scandinavia have also shown that when meat-
eating consumers are presented with menus that list vegan
food at the top of the menu card, most will order vegan. The
recycling tendencies of office workers suddenly rise if bins
with visual signs are placed next to their desks, and the ease
of videoconferencing tools has made us rethink flying (Tett,
2021).

“My number-one mantra from Nudge is, Make it
easy. When I say make it easy, what I mean is,
if you want to get somebody to do something,
make it easy. If you want to get people to eat
healthier foods, then put healthier foods in the
cafeteria, and make them easier to find, and
make them taste better. So, in every meeting I
say, Make it easy. It’s kind of obvious, but it’s
also easy to miss” (Thaler, 2011).

2.7.5. Disclosure
Deliberately disclosing decision-relevant information in

an explicit way can also be used to nudge humans towards
better choices. Disclosures can be highly effective, but must
be comprehensible and accessible to customers. One exam-
ple of a disclosure nudge would be the communication of the
environmental or economic impact of products or services
(Sunstein, 2019). Another example of a disclosure nudge
has been tested by Gimpel et al. (2020) to fight fake news
on social media platforms. In an experiment the researchers
simulated the Facebook newsfeed. In the nudging test, they
disclosed related articles to the main article. The related ar-
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Figure 5: Social norm nudges in a Generic WaterSmart Report (Lade et al., 2020)

ticle provided a controversial view on the main topic. The
study found that this disclosure nudge led to a positive influ-
ence on the detection of fake news on social media platforms.

According to Sunstein and Thaler (2021) an obvious
nudge in the realm of climate change, would be a law re-
quiring disclosure of all greenhouse gases by every country.
Early progress on this initiative has already been made. The
Paris Agreement requires a number of nations to disclose
their emissions on a national level. A full disclosure via a
greenhouse gas inventory would permit people to compare
their emissions in detail and track changes over time. Seeing
that list would lead to legislative initiatives and draw the
attention of the media to the largest emitters by industry,
region etc. While the inventory might not produce substan-
tial changes on its own, it will nudge people towards better
decisions by drawing attention to emission trends including
which areas are of the problem.

2.7.6. Warnings - Graphic or Otherwise
Our attention is a scarce resource. Nudging can help us

direct our attention towards a specific focus area (Thaler &
Sunstein, 2021). When serious risks are involved, the best
nudge might be a warning in large fonts, bold letters and
bright colors to drive awareness. Warning nudges try to
change the possible bad choice of a user by steering them to-
ward an alternative and better option. A drawback of warn-
ings is based on the human tendency towards unrealistic op-
timism. People might respond to serious threats by thinking
that they will be just fine and discount the long-term disad-
vantages of their choices. In this case it makes sense to exper-
iment with positive messages, providing some kind of reward
for positive behavior which may not be monetary. Rewards in
apps can nudge people towards better choices for themselves
(Sunstein, 2019).

2.7.7. Precommitment strategies
People have diverse goals in their lives. They want to

be more active, quit smoking, use less social media or en-
gage in productive activities. To really achieve those positive
changes, a useful nudge is precommitment strategies to en-
gage in a certain action such as a work-out plan together with

a fitness coach. People are even more likely to act in accor-
dance with their goals if they commit to a specific action at
a precise moment in time (Sunstein, 2019) With the ’Save
More Tomorrow’ plan, Thaler and Benartzi (2004) nudged
employees to bear more responsibility for their own savings,
by implementing a prescriptive savings plan. The employ-
ees had to commit in advance to allocate a portion of their
future salary increases toward retirement savings. The in-
tervention was effective as the savings rate of participants
increased from 3.5% to 11.6% over the course of 28 months.
Precommitment strategies can also help consumers nurture
and facilitate their desire to a more environmentally and so-
cially conscious lifestyle. To propel the sustainable trans-
formation forward, consumers should commit to sustainable
choices early on. Interventions could include asking them to
sign a pledge or press a button to act in an environmentally-
friendly way (DaSilva et al., 2022).

2.7.8. Reminders
Due to their limited attention, people sometimes simply

forget something. Reminders are cues to pay attention and
help us when we are absentminded. Technology has made
it easier for choice architects to implement reminder nudges.
With nearly everyone carrying a smartphone in their pock-
ets these days, they can use it to send notifications in well-
timed prompts. We get reminders of our restaurant reserva-
tions, our doctor’s appointment or if a bill is due (Sunstein
& Thaler, 2021). In a 693-person mega-study with Walmart,
Milkman (2022) tested the effectiveness of text message re-
minders. The idea was to see which messages most effec-
tively nudged people to get a seasonal flu vaccination. Pa-
tients who had previously opted in to receive texts from Wal-
mart’s pharmacy took part in the study. 22 different text re-
minders were tested, which increased vaccination rates by an
average of 2%.

2.7.9. Eliciting implantation intentions
Implementation intentions can trigger numerous psycho-

logical processes which facilitate positive actions. These pro-
cesses may relate to the anticipated situation or initiation of
a goal-directed behavior (Gollwitzer, 1999). If someone elic-
its their implementation intentions, people are more likely



P. Riedlsperger / Junior Management Science 9(1) (2024) 1178-1210 1187

Figure 6: Warning nudges on cigarette packages (U.S. Food and Drug Administration, 2019)

Figure 7: Example of a sustainability pledge in travel – Adapted from Visit Iceland (2022)

to engage in activity. A simple question about future con-
duct can have significant consequences for decision behav-
ior. Choice architects can use questions such as the below to
direct people towards better decisions about health, wealth
and happiness:

- Is protecting the environment important to you?

- Do you plan to protect your child with a vaccination?

- Do you plan to vote in the current election? (Sunstein,
2019)

2.7.10. Informing people of the nature and consequences of
their own past choices

This tenth, important intervention in a choice architect’s
toolbox is similar to social norms, except the norm is directed
to oneself (Wall et al., 2021). Private and public organiza-
tions have detailed information about the past behavior of
people such as their monthly expenditures on their electronic
bills. The problem is that individuals often lack this informa-
tion. Giving them visibility of this information can nudge
them to better choices (Sunstein, 2019).

Digital technology enables us to make this decision-
relevant information available. By continuously monitoring
users on activities and choice behavior we can nudge them to
make better decisions for themselves (Karlsen & Andersen,
2019).

Thaler and Sunstein (2021) call this tool “smart disclo-
sure”. The data of credit cards, smartphones or other de-
vices can be utilized for disclosure nudges, based on privacy-
respecting, personal data. As in the WaterSmart example, it

uses a social nudge as well as the smart disclosure of water
usage. Another example would be using credit card usage
to nudge users when something important is happening or
the card is getting underfunded. A third example could be a
child that has a nut allergy and you are out grocery shopping.
The allergy could be contained in your shopper’s club infor-
mation. If you then buy the product which contained nuts,
there would be a smart disclosure towards the customer.

Machine-readable information of past personal choices
could even for the creation of ‘choice engines’ - technologies
that interpret this data. Just as Netflix or Spotify help you
decide which movie to watch or song to hear, choice engines
can help you with decisions that have much higher stakes.
They will enable consumers to take complex decisions such
as finding the best mortgage or cellphone plan in a similar
way as they search today for airplane tickets. Currently, it is
not a lack of missing ingredients that has kept many choice
engines from making the leap from beta testing to marketing
disruption. It is easy access to data (Tucker & Thaler, 2013).

2.8. Ethical aspects of nudging
The high profile that Nudge received also led to criticism

and ethical discussions on its techniques (Hallsworth & Kirk-
man, 2020). In ’The Ethics of Nudging’, Schmidt and Engelen
(2020) outline objections, including:

- Autonomy,

- Manipulation and dignity,

- Illicit ends,

- And structural reform instead of nudging.
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First, some objectors worry the nudging undermines au-
tonomy and volitional rational agency. However, nudges are
used to closely align people’s decisions to their ends and
thereby strengthen their individual choices. Sunstein (2014)
argues that many nudges are specifically designed to ensure
informed personal choice. Preservation of freedom of choice
is a vital part of the nudging concept as it guarantees auton-
omy. As in the GPS example we used to describe paternalism,
nudges have the goal of increasing navigability. Nudges make
it easier for people to get to their preferred destination, even
when it is hard to navigate.

Second there is criticism that nudging is a manipulative
tool. Some nudges obviously use manipulative techniques.
However, if those interventions produce enough benefit, a
minor amount of manipulation can be ethically justified.
Painting dashed lines on roads manipulate people as they
produce an illusion of speed, but they also reduce crashes.
When choice architects use manipulative intentions which
are against the overall benefit of a person, this would not
be a nudge by definition and unethical behavior (Wilkinson,
2013). Choice architects must ensure that their designs are
compatible with human dignity. If a person feels less healthy,
sadder or poorer after being nudged, that is unethical behav-
ior (Thaler & Sunstein, 2021).

The same is true for the third worry on the use of nudg-
ing. Many nudges are objectionable as the choice architect
has the intention of perusing excessive paternalism and other
illicit ends. Consider serious ethical issues if people use in-
terventions to discriminate based on race, gender or religion.
Even truthful information, for example, on crime rates by the
government might fan flames of violence and prejudice (Sun-
stein, 2015). Nonetheless, in some cases the legitimacy of
the goal is not granted. We all agree that people want to be
healthier and not die in traffic, while other cases might raise
stranger epistemological concerns (Schmidt, 2017).

The last critique on nudging is less directed on the tech-
nique itself, and more on its use in a real-world economic and
political context. The objection is that nudging falls short
on many big issues our society encounters. Obesity, climate
change or consumer debt have a complex biological and so-
cial etiology. Nudging bears the risk of shifting the focus sim-
ply to individual decision-making without looking at the real
underlying causes. However, there is no need to take a de-
cision between nudging and other policies implemented by
businesses or governments. They can tackle both those cur-
rent challenges (Schmidt & Engelen, 2020).

The central arguments for the use of nudges are that
both nudges and choice architecture are inevitable. There-
fore, it is somewhat futile to discuss if their use is ethically
right or wrong. Furthermore, these forms of choice archi-
tecture come in many forms and can even help us to reach
ethical goals such as welfare, autonomy, dignity or other val-
ues. Any change in choice architecture must preserve free-
dom of choice, but still can run into serious ethical objec-
tions (Sunstein, 2015). Nudges are small design changes
that can markedly affect individual decision behavior. This
is why choice architects must ensure to not sway people to

choices which they will later regret. They should have good
reason to believe that the encouraged behaviors will improve
the welfare of those being nudged. Nudges should never be
misleading and people should preferably be able to opt out
of the nudge with ease (Thaler, 2015).

2.9. Effectiveness of nudging
Nudges are almost everywhere in our lives today. If you

are getting information on how many people booked a room
in the last few hours, choosing a default option, or buying
a product which has a label that provides proof of energy
efficiency, you are being nudged. However, there are limits
beyond ethical considerations on nudging, as in any tool for
behavior change.

Oreopoulos and Petronijevic (2019) designed online and
text message interventions for a sample of nearly 25,000 stu-
dents to improve their college achievement. They found that
these nudging tools had no significant influence on academic
outcomes. Cantor et al. (2015) executed a study that exam-
ined how the display of calorie information on menu boards
of fast-food restaurants in New York City changed consumer
food choice. There was no statistically significant change
over time in levels of calories or other nutrients purchased or
in the frequency of visits to fast food restaurants. However,
in research, knowing what does not work is as important as
knowing which interventions are effective. Firstly, if choice
architects are not able to nudge choosers towards a specific
option, the findings could suggest that different and possibly
more intensive interventions are needed. Secondly, even null
results have implications as those nudges can be determined
to not be used for a certain task or environment (“Nudges
That Don’t Nudge,” 2020).

Overall meta-analysis on the effectiveness of the choice
architecture method has proven to be effective in many cases.
Szaszi et al. (2018) analyzed 2670 papers and found 93%
of the studies contained at least one successful interven-
tion. Hummel and Maedche (2019) calculated effect-sizes of
nudges from different research areas. In the meta-analysis,
nudges had a median relative effect size of 21% and an aver-
age relative effect size of 55%. They also split up the studies
by context and nudge tool. Both tests showed that results
vary based on context and nudging form where default op-
tions especially had larger median and average effect sizes
than other categories. Precommitment strategies were found
to be the least effective nudging tool.

In their meta-analysis, Hummel and Maedche (2019) also
analyzed if there were differences between nudges in offline
settings and nudges where IT was involved. They found the
effect sizes of nudges in a digital setting were not different
to the effects in conventional settings.

2.10. Digital Nudging
The digital ubiquity and information overload leads peo-

ple to the limits of their cognitive processing capacity. This
means in the digital space, we are often deciding based on
system 1 – automated, fast and not consciously. The increas-
ing use of digital technologies also means that many of our
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Figure 8: Boxplot of relative effect sizes per nudging tool (Hummel & Maedche, 2019)

choices are made in online environments today. User inter-
faces on our digital devices such as notebooks, smartphones
or Internet of Things include choice environments ranging
from e-government to e-commerce interactions. Even sim-
ple modifications of those environments can influence peo-
ple’s decision behavior. Digital nudging applies the nudging
concept to user interface design elements in digital choice
environments. It serves as a valuable tool for improving
user experience and leading them towards more advanta-
geous decisions for themselves without restricting freedom
of choice. Compared to conventional forms of nudging, dig-
ital nudging also has the advantage of being easier, faster
and cheaper to implement. In addition, user behavior can be
tracked and analyzed with appropriate technologies to de-
termine the effectiveness of nudges. One example for choice
environments where digital nudges can be implemented are
web-based forms (Mirsch et al., 2018; Schneider et al., 2018)

Digital nudging can change socially acceptable group be-
haviors and spread quickly throughout organizations. It also
has the ability to test nudge campaigns in small segments and
scale up what works best. A pilot can be a short, low-cost ex-
periment (Dhar et al., 2017). Understanding digital nudges
is important for the IT profession, as user interface designers
create most of today’s choice environments. User interface
designers often focus primarily on usability and aesthetics,
and neglect the potential of behavioral effects of different
designs (Schneider et al., 2018). Nudging in a digital envi-
ronment follows the same principles as in the physical world.
The fundamental difference is the greater versatility and dy-
namic, which choice architects have in virtual spaces. It is a
promising research field for scholars and practitioners in the
field or in the areas of user interface, user experience and
digital service design (Mirsch et al., 2018). Testing digital
nudges is especially important as effectiveness is likely to de-
pend on the context and goal of the digital nudge. While dig-
ital nudges work well in the context of hotel bookings, they
might be ineffective in other domains. This may be due to dif-
ferent target users or the unique nature of the decision pro-
cesses. Therefore, techniques such as A/B testing help choice
architects find the most effective interventions (Schneider et
al., 2018).

Web technologies allow us to track users in real-time and
analyze their behavior. They also enable choice architects
to generate information on the decision maker’s personal

characteristics and their environment. They have the abil-
ity to implement nudges by modifying a system’s user inter-
face. This can include actions such as setting defaults, dis-
playing/hiding design elements or providing information on
pledges. Notwithstanding the availability of dynamic adjust-
ment on how options are presented, designers should follow
commonly accepted design guidelines such as Apple’s Human
Interface Guidelines to ensure usability and consistency. If a
particular Nudge does not produce the desired effect, choice
architects should evaluate whether the Nudge is too obvious
or not obvious enough (Schneider et al., 2018). Digital nudg-
ing can be used to tackle our current environmental issues.
They provide ways to make pro environmental behavior less
complicated for consumers (Zimmermann et al., 2021).

2.11. The importance of online experiments
People commonly assume the greater the investment, the

larger the impact it will create. However, in the digital space,
success is more about getting many small changes right to
achieve progress. This ‘learn fast’ philosophy is based on the
Lean Startup (Ries, 2011) where the premise is to get feed-
back early and validate that you are on the right path. It
can be difficult to assess the potential of new ideas. Based on
that, it is important to have the capability to run tests cheaply.
The digital world is often viewed as turbulent and full of peril,
but controlled experiments can help us navigate. They can
show us answers, which were not obvious and provide proof
on the value of an idea. Controlled online experiments can
transform decision-making into a scientific, evidence-driven
process rather than an intuitive reaction. They can help man-
agers to make better decisions (Kohavi & Thomke, 2017).

“The premature outlay of huge amounts of money
in pursuit of the wrong strategy is the thing to
avoid. You need to have an experimental mindset.”
(Christensen, 2020)

These tests can be run in a laboratory or in the field. Their
purpose is to test a hypothesis in order to accept or reject
it, based on measurable results. For any experiment there
is no need for a fully functional app or website. A digital
prototype acts as a proof of concept that allows testing before
fully building the solution. Prototypes can be used to test the
general feasibility or usability of a product and allow us to
iterate, review, and refine big and small ideas. Some popular
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Table 4: Example applications of digital nudging – Adapted from Weinmann et al. (2016)

Use case/ Information system Nudging example/behavior change intervention
Business process management Structuring complex input screens
E-business and e-commerce Displaying limited room inventory during a hotel-booking process
E-finance and insurance Setting defaults for frequently selected insurance plan options
E-government Setting defaults to opt in for organ donation
E-health Step counter app that provides feedback on activity levels
E-learning Reminder to learners to engage with course content
Green IS Smart meters to encourage energy savings
Security and privacy Displaying the strength of selected passwords
Social media Giving incentives, such as badges, for sharing or other activities

tools for rapid prototyping include Adobe XD, Figma, and
Sketch (Levy, 2015).

2.12. A/B Testing
Once thought to be exclusive to large technology firms,

A/B testing has become a viable and cost-effective way to
identify and test value-creating ideas for many businesses.
In statistical terms, it is a method of two-sample hypothesis
testing. The A and B method are compared by outcomes of
a controlled experiment. What sounds like a simple test of
two variants has been a revolutionary approach to decision-
making driven by data. This iterative approach is a key suc-
cess factor for many Silicon Valley giants that have a deeply
rooted so-called ‘testing culture’. A/B tests enable companies
to advance decision-making from gut feeling, assumptions or
a battle of long-winded arguments to facts based on statistics.
What has not been tested and thus proved or disproved is
only a personal opinion. The method is often discussed in the
context of digital marketing, web design or other marketing
or technology-focused applications. A/B testing methods are
sometimes referred to as split testing (Vallee, 2016; Witzen-
leiter, 2021). Fung (2017) who founded the applied analyt-
ics program at Columbia University, explained A/B testing as
a way to compare two versions of something to figure out
which performs better. A simple example of an A/B test is
the size of a subscribe button on a website. In this case, the
metric to evaluate performance is the number of visitors who
click on the button. To run the A/B test, two groups of ran-
domly assigned users visit two different versions of a website.
The only difference between both sites is the size of the but-
ton, which enables an analysis of which button size caused
more visitors to click. However, sometimes other variables
such as mobile versus desktop, will drive results on average.
While randomization is an important part of testing, this may
result in set A containing slightly more mobile users than set
B, which may cause set A to have a lower click rate regard-
less of the button size users are seeing. Statistical blocking
should be used in this example by first dividing users by mo-
bile and desktop and then randomly assigning them to each
version.

On websites, A/B tests can be run on diverse elements
such as headlines, call to action text, call to action location,

pop-ups, featured images or copy. Each and every design el-
ement which can be changed can also be tested. Accurate
testing can drive a substantial effect on the effectiveness to
achieve a certain goal. There is a possibility that one varia-
tion can work two, three or even four times better, with only
minor investment or effort (Pateil, 2022). The power of A/B
testing is that it provides evidence to understand why some-
thing happened. In other words, it lets us establish causality
by making a change and measuring its effect compared to a
control group. In addition to statistical significance, effect
sizes can be calculated between the control and experimen-
tal group. Understanding these causes of behavioral effects
can help designers explore what will happen if they make
changes in a user interface. This enables us to understand
with accuracy how design changes cause changes in our users
behavior. Furthermore, A/B testing can protect companies
against the very human tendency to see patterns in data and
behaviors that confirm what we already think, and mitigate
the risks of investing time and resources on assumptions that
are not proven (King et al., 2017).

Before comparing the A version and the B version against
each other, it is important to decide which score will be mea-
sured as a success factor. To start an A/B test effectively,
there must be a clear understanding of the overall purpose
of the website or one quantifiable, specific element which
should be improved after the testing process. E-commerce
businesses could define revenue per visitor as a success met-
ric, fundraising sites could use completed donation forms.
or Google’s search engineering team could use abandonment
rate as a metric, which indicates when a user leaves a search
results page without clicking anything. Without a clear quan-
tifiable success factor, it is tempting to focus on vanity met-
rics, which are not relevant to the overall goal (Siroker &
Koomen, 2015).

3. Methodology

The function of all science is to investigate answers to
questions with as much objectivity, ethical diligence, and
rigour as possible (Jackson et al., 2007). Certain types of
research questions call for specific approaches. Researchers
should use a qualitative approach if the defined problem
refers to:
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Figure 9: A/B Testing on the metasearch platform trivago (Satouri, 2019)

Table 5: A/B Testing goals per site type – Adapted from Siroker and Koomen (2015)

Website Types Common Conversions & Aggregate Goals
E-Commerce – Complete purchase
Selling products online – Products added to cart

– Product page views
Media/Content – Page Views
Focused on article or other content consumption – Articles read

– Bounce Rate
Lead Generation – Form Completion
Acquiring new business through name capture – Clicks to a form page

(links may read “Contact Us”)
Donation – Form completion
Sites aiming to collect donations – Clicks to a form page

(links may read “Donate Now”)

- The identification of factors that influence an outcome

- The utility of a planned intervention

- Or understanding the best predictors of outcome.

On the other hand, if little research has been done on
a certain topic and the merits of a concept or phenomenon
need to be explored, a quantitative approach should be used.
These approaches are plans and procedures of data collec-
tion, analysis and interpretation. Quantitative research sta-
tistically assesses some aspect of a research problem through
the use of experimental or survey designs. Experimental re-
search seeks to determine if a specific treatment of one group
creates different outcomes from another. In those experi-
ments, hypotheses are often used to answer research ques-
tions. They help to focus on the purpose of the study and
inquire about the relationship of variables (Creswell, 2009).

Chambliss and Schutt (2016) also emphasize that exper-
imental research provides the most powerful design for test-
ing whether an association exists between an independent
and dependent variable. These causations are then tested.
One group receives some ‘treatment’ which is a manipula-
tion of value of the independent variable. The other group

is termed the control group and does not receive that treat-
ment. As a simple example, consider a research question of
whether drinking coffee improves one’s writing of a Master’s
thesis. To test this question in an experiment, two groups
would be compared. One group would be comprised of par-
ticipants who always drink two cups of strong coffee while
writing the thesis and the second group would be the con-
trol group comprised of people who will not drink coffee. At
the end, all cases will be compared based on which group
received the better grading. To test these or any other causal
relationships, experimental research has three common fea-
tures:

1. Two comparison groups (Experimental and control
group)

2. Variation in the independent variable before assess-
ment of change in the dependent variable, to establish
time order

3. Random assignment to the two (or more) comparison
groups

This thesis aims to understand the utility and effective-
ness of digital nudges in a quantitative, experimental re-
search approach. Specifically, this study aims to examine if
nudges can effectively influence decision behavior towards
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more sustainable choices in a travel context. Based on find-
ings from current literature, we already know which travel
activities cause greenhouse gas emissions, how and why
nudges are working, as well as which nudging tools are
available to choice architects. Additionally, current literature
indicates the potential to nudge people towards more sus-
tainable options in a travel context and on digital channels.
Therefore, it is expected that the implementation of digital
nudges has a causal relationship to the choice of the most
sustainable travel products.

3.1. Hypothesis Development
The term hypothesis has already been mentioned in

this thesis. In general, hypotheses are predictions that re-
searchers make about the expected outcomes of a relation-
ship among variables. Hypotheses make specific testable
links between theories and their measurement. The goal is
to form this information into a predictive statement. These
statements are tested and may be confirmed, partially con-
firmed or proved false (Creswell, 2009; Williams et al.,
2021). Going back to the coffee drinking experiment ex-
ample, the test hypothesis for this research question would
be: Coffee drinking improves the writing skills of students
writing their Master’s thesis.

These hypotheses reflect the purpose of the study. In the
absence of any evidence to the contrary, the simplest starting
point for researchers is to assume there is no relationship be-
tween the dependent and independent variable. This defines
the null hypothesis. It is important to note that testing hy-
potheses has nothing to do with what the researcher wants
to be true. It simply reflects an agnostic position based on
the data of two samples. In order to test any quantitative hy-
pothesis, measurable variables are necessary. The data must
be generated by the same process before comparing them in
statistical tests (Easterby-Smith et al., 2015).

In this experiment, the null hypothesis (H0) represents
there is no relationship or significant difference between the
group which received specific Nudges and the control group
which received no Nudges. However, the theoretical back-
ground posits a causal effect of Digital nudges on the choice
of offers, which emit the least greenhouse gases such as CO2.
This causal relationship is formulated in the alternative hy-
pothesis (H1). The literature meta-analysis by Szaszi et al.
(2018), Mertens et al. (2022) as well as Hummel and Maed-
che (2019) provides evidence that Nudges are effective in
certain contexts such as health, energy and finance.

H1: Digital nudges lead to the booking of the most
sustainable travel offer

H0: Digital nudges do not lead to the booking of
the most sustainable travel offer.

3.2. Study Design
To obtain the data and test the hypothesis afterwards,

this experiment uses two sample groups which are compared

against each other. In an online travel booking process, one
group receives the regular process without any nudging in-
tervention (G1). The other group (G2) receives one specific
Digital nudge in the same booking process. To test the effec-
tiveness of different forms of Nudges, various interventions
are tested in G2 and compared against the control group, G1.

According to Mirsch et al. (2018) Digital nudges must al-
ways be developed and tested for a specific application con-
text and should not be considered as best practices without
reflection. They developed a systematic approach to design
effective and user-centric Nudges at the Competence Center
Digital Service Innovation at the University of St. Gallen. Go-
ing beyond a solely trial-and-error procedure when designing
user interfaces, it aims to avoid unnecessarily long test and
evaluation cycles. The model is used in this experiment to
test the hypothesis and evaluate the effectiveness of differ-
ent nudging tools.

3.2.1. Definition and Analysis of the Digital Nudging Envi-
ronment

In the first phase of the systematic approach by Mirsch
et al. (2018) specific goals of the interventions should be
defined. In the case of this research project, the goal is to
move consumers to choose sustainable options when book-
ing their holidays. Furthermore, it is necessary to select the
examined user interface in the first step. This is important as
mobile applications for example have different design guide-
lines, strengths, weaknesses and requirements for designing
digital nudges. This research is limited to mobile testing as
according to Arora (2021) it is the primary device for travel
planning in the majority of the world and mobile booking is
set to soon surpass desktop booking in volume.

After defining the goal of the intervention and the user
interface, the desired behavior is determined. It states which
decision behavior is expected based on the Nudge. The
nudged and desired behavior in this thesis is always the op-
tion that emits the least greenhouse gases. As a result, there
are two possible outcomes per decision:

- The user chooses the option with the least greenhouse
gas emissions. In the case of G2, this option includes
one specific Nudge.

- Or (0) the user chooses an alternative option. This is
any option which is not the most sustainable travel of-
fer and is not designed with a Digital nudge.

Before implementing Nudges and testing their effective-
ness in a travel context, it is necessary to develop the travel
booking process. The user interface design process starts
with developing the general version without Nudges. This is
the version which is later tested by the control group G1. The
experiment uses a simulated travel booking process where
users can choose different services. These offered services
have different levels of greenhouse gas emissions.

Based on the emissions analysis of the travel industry in
the theory section, experiment participants receive 4 differ-
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Figure 10: Hypothesis of Decarbonizing Travel Decisions by Using Digital nudges

Figure 11: Regular and nudged booking process

Figure 12: Systemic approach for Digital Nudging – Adapted from Mirsch et al. (2018)

ent booking questions. Users can choose freely for their pre-
ferred option in the realm of transport, accommodation and
restaurants.

- Arrival – How to get there?

- Accommodation – Where to stay?

- Transport – How to get around?

- Meals – What to eat?

Transport causes the majority of greenhouse gas emis-
sions and thereby is the most powerful lever in sustainable
behavior that is included with two decisions. Arrival asks
participants to choose their preferred option to travel to the
desired destination from their starting point. The transport
decision is focused on local mobility options at the destina-
tion.

Additionally, the booking process also includes two ques-
tions in the hospitality field. Users can select one of the of-
fered accommodation options. The last question relates to
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which meals guests want to have during their stay. This ques-
tion is formulated in a generic way as the decision can relate
to the booked hotel, but also other aspects of the journey such
as individual restaurant visits. Shopping, which is another
significant cause of CO2 emissions in the travel industry, is
not covered in the booking process. This is due to the fact
that shopping decisions take place during the journey and
are not pre-booked on digital channels.

The environment of our experiment is a simulated book-
ing process. It can be defined as a laboratory experiment in
the digital space to test the hypothesis. Although researchers
conduct experiments in various settings, laboratory or sim-
ulated domains have unique advantages including the abil-
ity to create and simulate artificial conditions, direct com-
parisons, replications, and measurement technologies. They
allow researchers to build the necessary conditions for hy-
pothesis testing and provide causal inference. Furthermore,
laboratory experiments can simplify complex theories about
human behavior, communication, and perception. Beyond
those advantages of the simulated booking process, critiques
of laboratory experiments stress the associated disadvantage
of lacking external validity. The sterility of the approach is
criticized too as it provides situations which are too abstract
and differ too much from the real-world decisions that indi-
viduals make. Therefore, researchers should use field con-
text rather than abstract terminology in their experiments.
In search of greater relevance, this enables preventing un-
natural behavior of experiment participants in a controlled
environment (Allen, 2017; Harrison & List, 2004).

To provide users with context in this research project, the
experiment starts by setting the scene. Users are asked to
book a journey from Munich to Milano. Their task is to decide
on their desired accommodation, transport and food options
during their journey. The trip will start in Munich at noon on
Friday, 12th August. The introductory remarks also include
the information that they will travel with one companion and
will return to Munich on the evening of Sunday, 14th August.
The participants of the experiment are asked to choose the
options that suit them best. The data on prices, routes and
times was also calculated for the same dates and accessed on
16th July 2022 to make the simulated booking realistic.

The first question arrival refers to the transport from
Munich to Milano. For the simulated booking process, we
need the duration of the option and the prices. Addition-
ally, the total emissions were calculated to gain information
on which option is the most sustainable. Additionally, the
total emissions are needed at a later time for the disclosure
nudge. Information on prices, distance and duration were
ascertained using Google Maps, Google Flights, Flixbus and
Deutsche Bahn. The total average emissions are according
to the Umweltbundesamt (2021) and include CO2, CH4 and
N2O. These emissions are declared in a CO2 equivalent.

The price of travelling to Milano per car is not calculated
as the related costs depend on the car ownership of the user.
The journey by bus is the option that creates the least emis-
sions – 13.635 g CO2 equivalent. As the most sustainable
mode of transport, it is the option which will later be nudged.

All emissions were calculated for the outbound and return
journey. In addition, the indicated prices are calculated for
the entire trip. The cheapest economy fare has been chosen
for all modes of transport, including special discounts such
as early booking deals.

After choosing the mode of transport. the experiment
participants are asked to select their accommodation. Data
of a Booking.com search from 16 July, 2022 is used with 4
different hotel options which users can choose from. The in-
dicated price per person and night was calculated by using
the lowest available rate for the cheapest room of the hotel
on the booking platform. There is no data on which hotel
has the lowest greenhouse gas emissions per person. The
assumption to test the effectiveness of nudging one specific
hotel is that Westin Palace is the most sustainable accommo-
dation with the lowest CO2 output per person.

Another transport decision relates to the selection of mo-
bility options at the destination. Users can choose between
(1) public transport, (2) taxi / ride hailing or (3) taking a
rental car. As this question is a general one, there are no price
indications for the different options. If participants want to
take the most sustainable choice, they would select the public
transport option.

The last step of the booking process is the selection of
food options that users plan to consume during their stay in
Milano. Scarborough et al. (2014) estimated the difference
in greenhouse gases of different dietary options. Users in
the experiment can decide between a (1) vegan, (2) vegetar-
ian, (3) high-meat based and (4) medium meat-based diet.
The vegan diet is the most environmentally sustainable one.
Guests who choose this option have mean greenhouse gas
emissions of 2,890 grams of CO2 equivalents per day based
on a 2,000 kcal diet.

Following the definition of decision areas and choice op-
tions, the regular booking process can be designed. The
user interface design for the experiment was created with the
web-based design tool Figma. It is a free, intuitive and user-
friendly tool to create designs.

3.2.2. Development and elaboration of Digital Nudging
Ideas

In the second phase, Mirsch et al. (2018) describe the
importance of dealing intensively with the effects and im-
plementation opportunities of Digital Nudging. The aim of
the approach is to gain an in-depth understanding of which
nudges could be used to achieve the goal of the interven-
tions. Subsequent prioritization makes sense in order to fur-
ther specify the most promising Nudges. The specification
can be made by prototyping the different nudging ideas.

As described in the theoretical background, there are var-
ious ways to categorize different nudging tools. This thesis
uses the framework by Sunstein (2019). The same categories
were also used in the literature meta-analysis by Hummel and
Maedche (2019).

The overall goal is to test every nudging tool out of our
toolbox. This enables us to identify the most promising nudg-
ing ideas, which will be tested for effectiveness. For this pur-
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Figure 13: The regular booking process (G1)

Table 6: Modes of transport – Sources (Deutsche Bahn, 2022; Flixbus, 2022; Google Flights, 2022; Google Maps, 2022; Umweltbundesamt,
2021)

Average Total
Mode of transport Distance Duration Prices

Emission Emission

Bus 505 km 27 g/Pkm 13.635 g 8h 5min 69.98 EUR
Train 388 km 50 g/Pkm 19.400 g 7h 21min 82.80 EUR
Car 495 km 152 g/Pkm 75.249 g 6h 20min
Plane 348 km 284 g/Pkm 98.832 g 1h 5min 180.00 EUR

Table 7: Accommodation Options - Source (Booking.com, n.d.)

Accommodation / Hotel Price per person / night

Crown Plaza https://www.booking.com/hotel/it/milan-city.de.html 80.25 EUR
Westin Palace https://www.booking.com/hotel/it/westinpalacemilano.de.html 139.50 EUR
Park Hyatt https://www.booking.com/hotel/it/park-hyatt-milano.de.html 423.00 EUR
Mandarin Oriental https://www.booking.com/hotel/it/mandarin-oriental-milan.de.html 747.50 EUR

Table 8: Dietary Options and emissions - Source (Scarborough et al., 2014)

Dietary Option Mean Emissions per 2,000 kcal diet

(1) Vegan 2,890 g
(2) Vegetarian 3,810 g
(3) Meat Lover 5,630 g

(4) Standard Diet 7,190 g

Figure 14: Designing the booking process in Figma (Screenshot)
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Table 9: Overview of different (Digital) Nudges – Adapted from Sunstein (2019)

(Digital) Nudges Intervention implementation
Default rules Preselecting a choice option
Simplification Reducing complexity of a topic
Use of social norms Providing information about the decisions that others made
Increase in ease and convenience Reducing barriers of a choice
Disclosure Providing relevant, comprehensive information
Warnings, graphic or otherwise Alert people about serious risks
Precommitment strategies Commitment to a certain course of action
Reminders Sending reminders (for example, by e-mail)
Elicitation implementation intentions Asking persons for intended actions
Informing people of the nature and con-
sequences of their own past choices

Disclosing previous personal choices

pose, the general booking process version without Nudges
will be modified. In Figma the general version is duplicated
and adapted with one specific Digital nudge. Based on the
hypothesis, this Digital nudge will cause more users to choose
the most sustainable option.

3.2.3. Default nudge (G2-1)
The first Digital nudge implemented is a default nudge.

It is a very simple adaptation of the general booking process.
When users choose their preferred mode of transport from
Munich to Milano, the nudged option would already be pre-
selected. If users do not proactively opt for another choice,
they would be choosing to go by bus by default, which causes
the least greenhouse gas emissions.

3.2.4. Simplification nudge (G2-2)
Even if users want to choose a sustainable option, it

is difficult to find out which decision will have the lowest
emissions. Furthermore, most of us cannot relate to a cer-
tain specification of CO2 equivalents. With the simplification
nudge, users can easily see which decision can help to protect
the environment. In the digital experiment, the green hotel
label flags accommodations that are taking significant steps
to reduce greenhouse-gas emissions and make the guests’
stay more sustainable. To test the Nudge, the assumption
made is that the Westin Palace Hotel is part of this program
and the most sustainable option for the participant.

3.2.5. Increase in ease and convenience nudge (G2-3)
For the next nudging tool, the user interface is redesigned

in a way that makes it easier for users to choose the most
sustainable option. When asking users to book their local
transport option in Milano, the regular booking process has
the 3 options presented in the same way. To increase ease and
convenience of choosing the most sustainable option, public
transport is highlighted and complemented with a picture,
while the alternative two options are less conspicuous.

Furthermore, the increase in ease and convenience nudge
is not limited to the design of user interfaces in a simulated
booking process. These Nudges can be about more than just

making the most sustainable option more attractive visually.
What (Thaler, 2011) described with “Make it easy” can be
achieved by making the actual travel service more convenient
and better for consumers. This means improving prices, qual-
ity and convenience of the most sustainable travel offer. For
example, the train connections from Munich to Milano could
be made less costly, faster and more punctual which makes
the choice easier and more convenient for guests.

3.2.6. Social norm nudge (G2-4)
It is expected that most users will choose their usual diet

in the regular booking process. Based on the influence of
others, a social norm intervention could nudge more users
to choose a vegan diet during their holidays. The design of
the nudged version would indicates that 64% of other guests
choose to eat vegan dishes during their stay. A it’s popular
sign design intervention is implemented at the vegan diet op-
tion with additional information on the bottom of the inter-
face.

3.2.7. Disclosure nudge (G2-5)
Another nudge to choose the most sustainable option to

travel from Munich to Milano discloses the weight of CO2
equivalent greenhouse gas emissions for the different trans-
port options. It transparently and objectively communicates
the environmental impacts of the different options. As an
additional visual element, the different CO2 outputs are in-
dicated with green, grey and red. The green option of travel-
ling by bus is the nudged element with 13.635 g of emissions.

3.2.8. Warning nudge (G2-6)
The disclosure of CO2 equivalent emissions is used for the

next nudge. As stated in the theoretical background, warn-
ings can be addressed in a positive or negative way. The
nudge used in this experiment is a positive example of mo-
bilizing people towards a common goal of fighting the cur-
rent climate crisis and addressing the individual power of
the chooser. The G2-5 version also uses the developed G2-4
nudge, as users may not be familiar with which option actu-
ally is the most sustainable one. As in the previous option,



P. Riedlsperger / Junior Management Science 9(1) (2024) 1178-1210 1197

Figure 15: Default rule nudge G2-1

Figure 16: Simplification nudge G2-2

Figure 17: Social norm nudge

the effectiveness is measured by how many people choose
the most sustainable option in comparison with the regular
booking process.

3.2.9. Precommitment nudge (G2-7)
The precommitment nudge is implemented before the

start of the actual booking process. Choosers can commit
or not commit to being a sustainable traveler. A commit-
ment is a pledge to act responsibly by choosing offers that
emit less greenhouse gases into the atmosphere. Similar to
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Figure 18: Disclosure Nudge

Figure 19: Warning nudge

the warning nudge, another nudged version is used to guide
users about which option is the most sustainable choice. Both
cases can be defined as a hybrid nudging technique.

3.2.10. Reminder nudge (G2-8)
As our regular process design is simulated, it is not feasi-

ble to set reminders automatically after the completion of the
booking. However, to explore the capabilities of reminders
to nudge users towards more sustainable products, an e-mail
reminder is used. As the journey is planned to start on Fri-
day, 12th August 2022, users will receive an e-mail which
provides them with the option to change their decision three
days prior to their departure. Users who did not choose the
climate-friendly vegan food option will be nudged to click a
link.

3.2.11. Informing people of the nature and consequences of
their own past choices

This nudging tool uses the past behavior of people as a
baseline. This personal information is not available in our
experiment and therefore the nudge cannot be tested for ef-
fectiveness in a travel context. For future research in this
realm, an existing booking platform could use the past be-
havior of users obtained from customer relationship manage-
ment tools. One practical instance of this Nudge would be by
indicating if the person’s CO2 output is higher than the aver-
age user.

3.2.12. Elicitation implementation intentions nudge (G2-9)
The last Nudge tested in the experiment elicits user in-

tentions to choose the most sustainable option. Experiment
participants are asked if protecting the environment is impor-
tant to them before the actual start of the booking process.
Similar to the warning nudge, this idea builds up from the
G2-4 nudge. This is important as users have to be aware of
which is the most sustainable option after they agree to act
sustainably. The effectiveness of this hybrid nudge will be
measured by how many people choose the low-emission bus
option.

3.3. Implementation of the Digital nudge
The third phase of the systemic digital nudging approach

by Mirsch et al. (2018) is implementation. Following the
careful definition of the goals, understanding the users and
their environment, and the development of nudging ideas,
this is the last step before testing.

In the implementation phase, Digital nudges are trans-
ferred to the corresponding decision-making environment
or the user interface. For this research project, the Figma
designs are directly used for user interface testing. These
designs are imported to an A/B testing tool, which is the
decision-making environment of all participants. Maze is
used to conduct the A/B testing as it has a seamless func-
tionality to import Figma links. Every nudge is set up as
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Figure 20: Precommitment nudge

Figure 21: Elicitation implementation intentions nudge

one experiment in Maze. Wiggers (2022) describes Maze
as a product research platform that facilitates tests and sur-
veys. The tool enables digital marketers to observe how
users interact with a product and generate reports. Maze
can generate sharable links with instructions which are used
to enroll participants to the testing process. It also includes a
feature that enables researchers to capture video and screen
recordings of people testing the products. In addition, Maze
also offers mobile testing on desktop devices or tablets. This
provides the experiment with the opportunity to test on all
devices for a smartphone user interface.

The following overview shows the experiments created in
Maze. The nudged decision is the part of the booking process
with an intervention. The results will be analyzed whether
a user chose the most sustainable option (1) or chose an al-
ternative (0). The nudged versions will later be compared
against the regular booking process.

In addition to the A/B testing, Maze is also used to obtain
personal information of users to analyze the sample of the
experiment. Experiment participants are asked for their:

- Age – What is your age?

- Gender – What is your gender?

- Country of Residence – What is your country of resi-
dence?

- Importance of Climate Change – How important is the
issue of climate change to you?

- and E-Mail Address (for the reminder nudge) – What is
your e-mail address?

To test the research design, a pretest was carried out with
20 participants. The pretest asked participants for qualitative
feedback on the process and also used the screen recording
function of Maze to identify barriers in the simulated booking
processes. Minor adjustments to the experiment were made
before the actual sample and data collection.

3.4. Sample & Data Collection
According to a publication by Allen (2017) true experi-

mental designs are characterized by the random assignment
of participants to experimental conditions. This provides re-
searchers with the advantage that causal relationships can be
clearly demonstrated. Creswell (2009) also specifies that if
one of the groups receive a treatment and the other group
does not, researchers can observe whether it is the treatment
and not other factors that influence the outcome. Ideally,
each individual in the general population has an equal prob-
ability of being selected for the experiment. On its Experi-
mental Design Website, Yale (2022) mentions randomization
in experiments as a common practice for researchers as it is
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Figure 22: The Maze experiment conducted on a desktop PC (Screenshot)

Table 10: Overview of Maze Experiments / Nudges

Experiment / Nudge Nudged Decision Nudged Item
G1 Regular Booking Process - -
G2-1 Default nudge Arrival Bus
G2-2 Simplification nudge Accommodation Westin Palace
G2-3 Increase in ease and convenience nudge Transport Public Transport
G2-4 Social norm nudge Meals Vegan
G2-5 Disclosure nudge Arrival Bus
G2-6 Warning nudge Arrival Bus
G2-7 Precommitment nudge Accommodation Westin Palace
G2-8 Reminder nudge Meals Vegan
G2-9 Elicitation implementation intentions nudge Arrival Bus

the most reliable method of creating homogeneous treatment
groups without involving any potential biases or judgments.

Overall, this research project tests 9 different nudges for
effectiveness. 8 nudges are directly applied in the booking
process. The reminder nudge is the only intervention that
is applied afterwards on a different channel. Additionally,
there is the regular booking process which is used to test the
hypothesis. This means our experiment has 9 different Maze
sharing links.

To randomize our sample test, participants will receive
one link which evenly distributes the traffic to the 9 Maze
experiments. This process is done automatically by using
the online tool Linkly. In addition to splitting, the links can
also be analyzed constantly while the experiment is running.
This enables traffic monitoring on the link and the analysis
of which sources are the most promising ones, which users
are clicking the link, etc.

The nudged versions will receive 11% of the traffic and
the regular booking process 12% of the volume. By virtue of
this procedure, the sample is randomized and as traffic is split
equally, it can be inferred that the number of participants is
also evenly distributed. Upon completion of the experiment,
the reminder nudge will be tested by e-mail. Users that have
not chosen the most sustainable option in G1 will receive this
specific intervention.

As part of an online experiment, Budiu and Moran (2021)

from the renowned user interface and user experience con-
sulting firm Nielsen Norman Group, defined 40 participants
as an appropriate number for most quantitative studies. This
sample size will typically lead to a trustworthy prediction for
the behavior of your overall population if researchers try to
measure binary metrics such as success rates or conversion
rates. Experiments with 40 or more participants will produce
results with a small margin of error and a high confidence
level.

The goal of this research project is to attract 50 partici-
pants for every experiment. This should reduce the risks of
the findings not representing the behavior of the user popu-
lation. For the reminder nudge, users who did not choose the
option with the least CO2 emissions, will take part in two ex-
periments. A 300 EUR Amazon voucher was used to increase
participation rates for the online experiment by incentivizing
users to take part in the experiment.

4. Analysis

Overall, 456 participants completed the entire booking
process of the nudging experiment. The test persons were
recruited via social media networks with Instagram being the
most important one (38%). The link to the experiment’s ran-
dom link rotator was shared along with social media creatives
with personal contacts and travel influencers. The strategy
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Figure 23: Randomization in the experiment

to activate diverse networks at the same time proved to be
very successful. After major social media influencer accounts
such as @manueldietrich or @evolumia posted the experi-
ment, a major increase in experiment participants was ob-
served. Furthermore, personal social media accounts were
used to call attention to simulated booking process. The
social media postings attracted 356 participants for the re-
search project. To complete the sample, 100 more testers
were acquired from the integrated panel function in Maze.
The experiment started with the first testers on 29th July
2022 and ended on 11th August 2022. The dataset was ex-
ported from Maze and cleaned in Excel. The following anal-
ysis has been performed using SPSS.

The median age of experiment participants was 28 years
with the sample reaching an average of 30.17 years. The
sample consisted of participants identifying themselves as
226 female, 219 as male and 1 as non-binary. Looking at
the countries of residence, the online booking process was
completed by users from 29 nations, with the 5 main ones
being:

- Austria – 175 participants (38.38%)

- Germany – 124 participants (27.19%)

- United Kingdom – 31 participants (6.80%)

- United States – 30 participants (6.58%)

- Italy – 30 participants (6.58%).

Participants were also asked to state how important the
issue of climate change was for them on a scale from 1-10. 1
was defined as not important and 10 as very important. As
demonstrated from the results, the sample was very aware of
global climate challenges with 76% of surveyed participants
rating the issue between 8 to 10.

Testers mainly used iOS devices (207) to perform the sim-
ulated booking process. Other operating systems which we
identified in the sample by using Maze were Android (106),
Windows (104), Mac OS (37), Chromium OS (1) and Linux
(1).

4.1. Binary Logistic Regression
To analyze the effectiveness of Nudges, this research

project uses Binary Logistic Regression. The goal for any
regression model is to find the best fitting, simplest model to
understand the relationship between the Ys and the Xs, and
to be able to determine appropriate statistical conclusions
from data (Fritz & Berger, 2015). According to the method
consulting at the University of Zürich (2022) Binary Logistic
Regression examines the relationship between the probabil-
ity of a dependent binary variable taking the value of 1 and
one or more independent variables. This means that it is not
the value of the dependent variable that is predicted, but
rather the probability that the dependent variable will have
the value 1. To use this regression model, the dataset must
fulfill the following prerequisites:

- The dependent variable is binary (0-1);
- The independent variables are coded scale or, in the

case of categorical variables, as dummy variables;
- For each group formed by categorical predictors,
- The independent variables are not highly correlated

with each other.

In short, the Binary Logistic Regression examines if the
independent variables have an influence on the probability
that the dependent variable takes the value 1 and how strong
the influence of the dependent variable is. In our case, the
effectiveness of a certain Nudge.

The independent variable of our data set is called ’sustainable
item selected’. (1) stands for when the user has chosen the
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Figure 24: Generic Social Media Posting on LinkedIn

Figure 25: Frequency of ’importance climate change’

most sustainable option or positive result, and the (0) stands
if the user opted for an alternative choice, or negative re-
sult. The dependent variables are different forms of nudging
interventions. Therefore, they are categorical and coded as
dummy variables for the analysis. For the dependent vari-
ables, the “No Nudge” category was set as a reference group.
According to Alber (2021) a reference group is a group that
we choose to be the reference so that all odds ratios will be
a compared to. Therefore, nudging category intervention in
the analysis will be compared against the simulated booking
process, which did not include any of the interventions. This
enables us to measure the effectiveness of Nudges.

The logistic regression analysis is based on Maximum
Likelihood Estimation. Similar to a linear regression, an at-
tempt is made to find a function curve that fits the data best.
However, in contrast to linear regression analysis, this func-
tion is not a straight line but a logistic function. It is "S-
shaped", symmetrical and runs asymptotically towards y =
0 and y = 1 – namely positive or negative results of the sam-
ple. The model is based on the following formula. P(y = 1)
defines the probability that y = 1, e the base of the natu-
ral logarithm and z the Logit, which represents a linear re-
gression model of the independent variables (University of
Zürich, 2022).

P(y = 1) =
1

1+ e−z

A logistic regression function is not linear and therefore
more complex than a linear regression. However, what still
applies is if the sign of a regression coefficient is positive, an
increase in the relevant independent variable causes an in-
crease in the probability that y = 1. If the sign is negative,
this means a decrease in the probability. The connection be-
tween an independent variable and the dependent variable
can also be interpreted using so-called "odds" in a logistic re-
gression. To calculate the odds, the probability that the event
will occur is placed in relation to the non-occurrence of the
event. The Exp(B) or odds ratios of an independent vari-
able give the change in the relative probability of y = 1. If
Exp(B) is one, this results in a multiplication of the relative
probability by 1 and thus no change. If the odds ratio > 1,
this means an increase in the odds, while an odds ratio < 1
means a decrease in odds (University of Zürich, 2022).

From Exp(B), a relationship can derived, which is very
useful for the interpretation of our result:

Oddsa f ter = Ex p (B) x Oddsbe f ore

Oddsbe f ore represents the sample of the simulated booking
process without choice interventions – our reference group.
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Figure 26: Linear vs. Logistic regression – Adapted from Kubben et al. (2019)

Table 11: Interpretation for regression coefficients and odds ratios. Adapted from University of Zürich (2022)

B Exp(B) P(y=1)
Regression coefficient Odds ration
B > 0 > 1 increases by the factor Exp (B) Ascend
B = 0 = 1 remains the same Steady
B > 0 > 1 decreases by the factor Decline

Oddsa f ter represents the regression coefficient (B) after a
nudging intervention has been applied. The higher Exp(B)
is the more efficient the form of Nudge. If Exp(B) is > 1, the
hypothesis of this research project is confirmed.

The level of statistical significance or probability value is a
number describing how likely it is that research data occurred
by random chance. A value of ≤ 0.05 is typically defined
as statistically significant (McLeod, 2019). For this research
project, the significance threshold is also defined in this 0.05
significance threshold. If a value of > 0.05 is obtained for an
experiment/nudging test, the result of the Binary Logistic re-
gression is defined as not significant. If the significance value
is ≤ 0.05 and the regression coefficient B is > 0, our alterna-
tive hypothesis can be confirmed. Based on the significance
level, there is a 95% chance that the relationship between the
dependent and independent variable is not coincidental.

5. Results

For comparing the different Nudges objectively, the same
decision environments have to be evaluated before and after
the application of the intervention. Therefore, the 4 different
booking questions in the realm of transport, accommodation
and restaurants are analyzed individually to gain insights on
the effectiveness of nudging people towards the most sustain-
able travel options. The results are presented in cross-tabs
and the described Binary Logistic Regression.

5.1. Arrival
Analyzing the first decision on arrival/mode of transport,

the crosstabulation shows that the nudged versions of the

simulated booking process had an increased number of de-
cisions towards the most sustainable option (1). The binary
logistic regression provided evidence for the effectiveness of
nudges as all regression coefficients (B) had positive values.
When comparing the nudges against each other, it has to be
taken into consideration that the G2-6 and the G2-9 experi-
ment uses the disclosure nudge, and the indicated warning
and elicitation implementation intentions nudge. The dis-
closure nudge had an Exp(B) value of 2.068. However, the
values for the binary logical regression were not statistically
significant. Therefore, no relationship can be inferred based
on the regression model.

When the warning or elicitation implementation inten-
tions nudge was placed before the disclosure nudge in exper-
iments (G2-6, G2-9), the Exp(B) values increased. The high-
est odds for users choosing the most sustainable option were
calculated for the G2-6 experiment – the warning nudge. The
default nudge G2-1 also increased the odds of choosing the
option which emits the least greenhouse gases by a factor auf
2.825. Beyond the experiment G2-5, all results were statis-
tically significant. The first decision of the simulated book-
ing process provided evidence that confirmed our hypothesis.
There is evidence that 3 of the 4 Digital nudges lead users to-
wards more sustainable choices.

5.2. Accommodation
For the accommodation decision in the simulated book-

ing process, two Nudges were tested for effectiveness. These
were the simplification nudge (G2-2), which used the green
hotel label, and the precommitment nudge (G2-7), which
used the same label and where participants were addition-
ally asked if protecting the environment was important to
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Table 12: Sustainable Item Selected * Arrival Nudge Crosstabulation

Sustainable Item Selected
Nudge 0 1 Total

G1 Regular Booking Process 44 6 50
G2-1 Default nudge 35 15 50
G2-5 Disclosure nudge 39 11 50
G2-6 Warning nudge 35 15 50
G2-9 Elicitation implementation intentions nudge 32 18 50

Table 13: Results Arrival - Binary Logistic Regression

B S.E. Wald df Sig. Exp(B)
G1 8.154 4 0.086
G2-1 1.048 0.537 3.805 1 0.051 2.852
G2-5 0.727 0.553 1.726 1 0.189 2.068
G2-6 1.417 0.526 7.270 1 0.007 4.125
G2-9 1.145 0.534 4.607 1 0.032 3.143
Constant -1.992 0.435 20.960 1 0.000 0.136

them before starting the booking process. The two options
were compared against how many users chose the same ho-
tel without intervention.

Out of the 50 respondents for G2-7, 44 testers selected
that protecting the environment is important to them. 28 of
the testers took the most sustainable accommodation option
in the booking process afterwards. Comparatively in the reg-
ular booking process, only 17 users chose the same hotel offer
and only 20 users selected that option in the version with the
simplification intervention.

For our G2-2 experiment – the simplification nudge - the
binary logistic regression calculated only a slight increase of
odds Exp(B) of 1.078. These results were not statistically sig-
nificant. However, when users pre-committed to protect our
environment and were offered the sustainable option after-
ward, Exp(B) increased to 2.471 with statistically significant
results.

5.3. Transport
Analyzing the decision on users choosing either public

transport or an alternative option, there were only minor dif-
ferences between the nudged version and the regular book-
ing process.

The majority of users (69%) chose to use public transport
during their stay in Milano. For the regular booking process
(G1), 34 people chose the sustainable option. The G2-3 ex-
periment, where the size of the interaction element was in-
creased, had 35 users choosing public transport.

Running binary logistic regression, the relationship be-
tween the dependent variable, sustainable item selected,
and the independent nudge was not statistically significant.
Therefore, no relationship was proven between the Digital
nudge and the selection of the most sustainable item. despite
many users choosing the climate-friendly public transport op-
tion in the experiment G1 and G2-3. This could be related to

the convenience of the actual service as public transport is in-
expensive, fast and punctual in many European metropolitan
areas.

5.4. Meals
The final analysis of the nudging experiments relates to

the selection of meals. Hereby, the experiment measured
how many users opted for the most sustainable, vegan meal
option.

In the regular booking process, only 3 users opted for the
vegan option. When the reminder nudge was used in the
experiment G2-8, 7 research participants switched their diet
option, which resulted in a total of 10 people selecting the
vegan choice. The social norm nudge - which indicated that
64% of other guests chose to eat vegan dishes during their
stay - led 11 users to make the same decision and reduce the
overall greenhouse gas emission of their stay.

For both options, regression coefficients (B) were positive
and results were statistically significant. The higher Exp(B)
was calculated in the regression for the G2-4 experiment –
the social norm nudge. Compared to the regular booking
process, odds increased by 4.419. The reminder nudge also
led a notable increase in odds Exp(B) of 3.917, based on the
effects of the intervention.

Comparing the regular simulated booking process to the
nudged versions, this study observed the intervention led
more users to choose the most sustainable items (1). Over-
all, the digital nudges in the observed experiments G2-1 to
G2-9 had a positive regression coefficient (B) and thereby
odds ratio Exp(B)> 0. Of the 9 experiments which used digi-
tal nudging interventions, 6 produced statistically significant
results. Their odds ratios were between 2.471 and 4.419.
Based on this observation, the alternative hypothesis (H1)
can be confirmed.

✓ Digital nudges lead to the booking of the most
sustainable travel offer
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Table 14: Sustainable Item Selected * Accommodation Nudge Crosstabulation

Sustainable Item Selected

Nudge 0 1 Total

G1 Regular Booking Process 33 17 50
G2-2 Simplification Nudge 36 20 56
G2-7 Precommitment Nudge 22 28 50

Figure 27: Precommitment Nudge Results (Screenshot)

Table 15: Results Accommodation - Binary Logistic Regression

B S.E. Wald df Sig. Exp(B)
G1 6.120 2 0.047
G2-2 0.076 0.409 0.034 1 0.853 1.078
G2-7 0.904 0.413 4.804 1 0.028 2.471
Constant -0.663 0.299 4.936 1 0.026 0.515

Table 16: Sustainable Item Selected * Transport Nudge Crosstabulation

Sustainable Item Selected
Nudge 0 1 Total

G1 Regular Booking Process 16 34 50
G2-3 Increase in ease and convenience nudge 15 35 50

Table 17: Results Transport - Binary Logistic Regression

B S.E. Wald df Sig. Exp(B)
G2-3 0.094 0.433 0.047 1 0.829 1.098
Constant -0.663 0.299 4.936 1 0.026 0.515

Table 18: Sustainable Item Selected * Meals nudge Crosstabulation

Sustainable Item Selected
Nudge 0 1 Total

G1 Regular Booking Process 47 3 50
G2-4 Social Norm Nudge 39 11 50
G2-8 Reminder Nudge 40 10 50
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Table 19: Results Meals - Binary Logistic Regression

B S.E. Wald df Sig. Exp(B)
G1 4.973 2 0.083
G2-4 1.486 0.686 4.686 1 0.030 4.419
G2-8 1.365 0.693 3.886 1 0.049 3.917
Constant -2.752 0.595 21.350 1 0.000 0.064

The most effective Digital nudge was observed at the
G2-4 experiment (4.419) followed by the G2-6 experiment
(4.125). Choice architects can increase the odds of users
choosing the most sustainable option by more than 4 times.
Furthermore, the experiment G2-8 provided evidence that
nudging users by reminding them to take a more sustainable
choice, nearly quadruples (3.917) the amount of people opt-
ing for the decision which emits the least greenhouse gases.
Additionally, the elicitation implementation intentions nudge
(G2-9) is an effective way to reduce emissions for travel book-
ings. It provides user interface designers with the ability to
more than triple (3.142) the selection of an indicated sustain-
able product category. The default nudge (G2-1) also nearly
tripled (2.852) the chances of users to select the most sus-
tainable arrival option in the experiment. The precommit-
ment nudge was the statistically valid result, with the merest
degree of effectiveness – though it increased odds by 2.471.

6. Conclusion

Individual consumption decisions we make every day
have caused our current climate crisis. Too often, we oper-
ate on System 1, which leads us to short-sighted and self-
centered decisions made at the expense of our climate and
planet. This includes our decision-making when we are book-
ing a holiday on digital channels. This thesis has been able
to demonstrate that nudges can help us overcome this issue.
As Sunstein and Thaler (2021) indicated, the experiments
proved that in a travel context, environmentally-friendly
nudges can help reduce air pollution and the emission of
greenhouse gases. This doesn’t mean that they can totally
resolve the challenge of global warming and travel-related
emissions. Nudges are not the solution, but they can be one
of the many small steps we take to reach a net zero emission
economy by 2050. Beyond technological innovation, fiscal
and regulatory measures, nudges are a simple, cost-effective
way to reduce the level of greenhouse gas emissions in the
travel industry.

Research participants were very aware of the issue of cli-
mate change with 76% rating it in an 8-10 range. However,
when analyzing those participants in detail, the study ob-
served only 38% of them chose the most sustainable option
in the booking process. The experiments found the same
phenomenon that Hornsey et al. (2016), Jacobsen (2011)
and Mazar et al. (2020) discovered in their research projects.
Our society is not lacking environmentally-friendly attitudes
or intentions. It is lacking in transforming those into ac-
tions and results. Nudges can help us achieving that. This

research did not calculate the overall greenhouse gas emis-
sions which would be saved by implementing our green dig-
ital nudges. Although this would be an interesting future
experiment, the increase in odds or Exp(B) ratios provides
evidence that overall emissions can be drastically lowered by
choice interventions. People still want to and should travel
in the future. It can increase health, enhance creativity, and
exposes us to new cultures and environments. The overall
greenhouse emission can be lowered by green nudges along
the customer journey.

Regarding the effectiveness of the different nudging in-
terventions, this research confirms the literature by Kosters
and van der Heijden (2015) and Sunstein and Thaler (2021)
that the virtue of nudges is context-specific. While Hum-
mel and Maedche (2019) tried to generalize results for dif-
ferent nudging research projects, this thesis did not confirm
their findings on the effectiveness of nudges. For a travel-
specific context, default nudges were not the most efficient
form of choice intervention. While the nudge ten folded the
purchases of a green energy plan according to Ebeling and
Berger (2015), this travel-specific experiment led to a near
tripling of sales of the sustainable product (2.852). Based on
the results of this thesis, choice architects should use social
norm nudges if they aim to only implement one specific in-
tervention. However, hybrid nudges which use two or more
interventions have also proven to be successful in the ex-
periments G2-6 to G2-8. They remind users to act sustain-
ably, and received statistically significant results contrary to
the implementation of the interventions as a singular digital
nudge in the G2-2 and G2-5 experiment.

Discussing the limitations of this research, the simulation
of the booking process could have led to the Hawthorne Ef-
fect. This effect may have reduced the validity of the re-
sults. According to Koch (2011) the effect describes the phe-
nomenon of test subjects changing their output on a test in
response to being observed, as some Hawthorne employees
did when they knew they were part of the study. Researchers
today use randomized control groups in experiments to weed
out this bias in studies. Although this control group has
been created in the experiment with the regular booking pro-
cess, the nudged versions could have generated more users
to choose the socially desirable behavior i.e., the selection of
the most sustainable option. Especially when warning users,
or after a precommitment to take climate action, or the elic-
itation of implementation intentions, some users could have
made biased decisions in the booking process. Furthermore,
it is unclear for all experiments including the regular booking
process if users would have behaved in the exact same way
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Table 20: Experiment Overview - Effectiveness of Digital nudges

Experiment / Nudge Exp(B) Significant
G1 Regular Booking Process - -
G2-4 Social norm nudge 4.419 ✓

G2-6 Warning nudge 4.125 ✓

G2-8 Reminder nudge 3.917 ✓

G2-9 Elicitation implementation intentions nudge 3.143 ✓

G2-1 Default nudge 2.852 ✓

G2-7 Precommitment nudge 2.471 ✓

G2-5 Disclosure nudge 2.068
G2-3 Increase in ease and convenience nudge 1.098
G2-2 Simplification nudge 1.078

in an uncontrolled field experiment.
Future research on the topic could include the application

of the designed digital nudges into an actual e-commerce en-
vironment to measure their effectiveness on the booking of
more sustainable products. In these experiments, researchers
could gain larger samples and include other influencing fac-
tors such as prices in future studies. As the process of this re-
search project has been a well-designed, but simulated envi-
ronment, there is uncertainty around whether testers would
have behaved the same way if an actual payment follows
after the completion of the booking process. It would also
be interesting to observe if people are willing to pay higher
prices for more sustainable products, if they are nudged for
the suitable options. Paying higher prices can also include
the offsetting of carbon emissions for services, where fossil
fuels are still used. As discussed, one important factor be-
yond the digital application of nudges is the convenience of
the physical travel services and products.

Nudges can guide people in their decision making, but
they won’t let people choose options for decisions against
which people have an aversion based on their prior expe-
rience. Therefore, sustainable transfer options have to be
convenient and punctual, green hotels have to provide the
same excellent services as their competitors, and vegan food
has to be tasty. This research project has proven that decar-
bonizing travel decisions by using nudges is an effective strat-
egy and one of the many steps we can perform to fight our
current, global climate crisis. Nudges enable us to enhance
the decision-making of every traveler to a more sustainable
outcome. The thesis should encourage accommodation and
mobility providers, online travel agents, tour operators and
other participants across the value chain of travel to imple-
ment those nudges in their digital booking solutions. When
it comes to the conservation of greenhouse gases, every indi-
vidual decision counts and adds up to reduce global warm-
ing. Choice interventions in a digital travel booking process
can make it more than 4 times likely that users take the most
sustainable option. Let’s nudge together for a better, more
sustainable future.
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Depolarizing Innovation: Dynamic Policy Implications for Entrepreneurial Ecosystems
in Second-Tier European Regions

Jan Keim
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Abstract

Entrepreneurial ecosystem (EE) research has mainly focused on metropolitan regions and neglected second-tier (European)
regions. I use a comparative case study approach with a focus on regional public policy to analyze two second-tier European
regions: Uppsala and Galway. The results show that EEs can emerge as a by-product of attracting foreign direct investment
or investment in higher education and research. In both cases, the R&D activities of multinational enterprises (MNEs) and
universities contribute to the emergence and growth of EEs by enabling the creation of spin-offs. Given the limited resources
in second-tier regions, EE initially focus on specific industry clusters to maximize resource efficiency. Later diversification
increases ecosystem resilience and mitigates cluster risks. However, limited access to growth capital in second-tier EEs leads
to increased acquisition activity by MNEs or the relocation of high-growth ventures to metropolitan areas. Policy measures that
support second-tier regions’ efforts to create local EEs initially focus on promoting R&D, knowledge spillovers, and research
commercialization, later include the creation of supportive infrastructure, and finally enable the attraction of growth capital
to the region.

Keywords: economic geography; entrepreneurial ecosystems; public policy; second-tier regions; spatial context

1. Introduction

This article focuses on the evolution of entrepreneurial
ecosystems in second-tier European regions. Section 1 in-
troduces the context of the article and defines the research
question that forms the basis for all subsequent sections.

1.1. Context
Entrepreneurial ecosystems (EEs) have recently gained

considerable attention in the academic literature and among
policymakers (Roundy, 2017). The interest is motivated
by the argument that entrepreneurship can drive economic

I would like to thank my supervisor Dr. Giulio Buciuni from the Faculty
of Arts, Humanities and Social Sciences at Trinity College Dublin for his
continuous support and academic and personal guidance. He was always
available if I had a question about my research or writing. Even though
the Covid-19 pandemic posed an unexpected challenge to my research,
Giulio supported me in every way. I am wholeheartedly grateful to him
for his advice, which contributed significantly to the success of this work.

development, employment levels, and productivity growth
(Isenberg, 2010; Szerb et al., 2015). Many studies on EEs
tend to focus on the national level (Audretsch et al., 2015).
Yet, the regional spatial context of entrepreneurship within a
country influences the outcome of entrepreneurial activities
due to different social, institutional, and economic factors
(Müller & Korsgaard, 2018; Roundy, 2017). Indeed, Glaeser
et al. (2011) note that regional economic development can
differ greatly from national economic development. There-
fore, regional differences that determine the context of en-
trepreneurial activity should be considered when analyzing
EEs (Audretsch et al., 2015).

Certain cities and regions around the world have become
hubs for startups and innovation-driven companies. Most of
these hubs are located in larger "superstar" metropolitan ar-
eas (e.g., Kemeny and Storper, 2020; Atkinson et al., 2019).
But when it comes to entrepreneurial activity, smaller cities
and regions should not be neglected. On the one hand, grow-
ing territorial inequality due to a polarization of innovation
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(Atkinson et al., 2019; Muro & Whiton, 2018), which can be
observed, for example, when looking at the spatial distribu-
tion of venture capital investments (Florida & King, 2016;
Florida & Mellander, 2016), could lead to growing social
tensions and the rise of political populism (Rodríguez-Pose,
2018). On the other hand, given the positive impact of en-
trepreneurial activity on economic performance (Isenberg,
2010; Szerb et al., 2015), dynamic and resilient EEs could be
a means for smaller regions to close the gap with superstar
regions in terms of job attractiveness, which could prevent
phenomena such as brain drain, i.e., the outflow of human
capital (see Alston, 2004). Since productive entrepreneurial
activity in second-tier regions is likely to improve socioeco-
nomic factors (Robinson et al., 2004), it may also have a
positive impact on urban development efforts. Therefore, at-
tempting to establish, grow, and sustain a local EE is a plau-
sible strategy for improving the socioeconomic conditions of
a second-tier region. Indeed, there are a growing number
of thriving EEs in second-tier regions. Examples that have
been analyzed in the literature include the U.S. cities of Chat-
tanooga (Motoyama et al., 2016), Boise (Mayer, 2011), and
Newton Falls (Roundy, 2019), and the Canadian cities of Wa-
terloo and Calgary (Spigel, 2017).

Research on EEs often takes a static approach (Borissenko
& Boschma, 2016). However, as EEs go through different
stages of development (see Mack and Mayer, 2016), the ef-
fectiveness of specific support mechanisms depends on the
state of an EE. Therefore, it is important to take a dynamic
rather than a static approach to EE support and related public
policy.

1.2. Research Question
This article addresses the impact of policies on the devel-

opment of EEs in second-tier European regions. Thriving EEs
can lead to improvements in socioeconomic factors, which is
one reason why policymakers are increasingly interested in
the concept (Roundy, 2017). At the same time, crafting and
implementing policies that effectively contribute to a vibrant
local EE can be challenging. Hence, the research question
that forms the basis for the subsequent literature review and
qualitative primary research is as follows:

What policies can second-tier European regions adopt,
consistent with their stage of development, to effectively fos-
ter a local entrepreneurial ecosystem?

The research question consists of three main components
that influence the scope of the research: the focus on Europe,
the focus on second-tier regions, and the dynamics of policy
measures in relation to the evolutionary development of an
EE. The literature review in section 2 considers these three
components in detail.

2. Literature Review

The second section provides a literature review of vari-
ous aspects of an EE, including its foundations, relationship
to economic and urban development, and the importance of

spatial features. After developing the theoretical foundations
of an EE, the literature review highlights the specific facets of
the research question, i.e., the focus on Europe, the focus on
second-tier regions, and the dynamics of an EE.

2.1. Foundations of Entrepreneurial Ecosystems
According to Roundy et al. (2018), Bahrami and Evans

(1995) were the first to compare the Silicon Valley tech-
nology cluster to a natural ecosystem. Two years earlier,
Moore (1993) stated more generally that firms are embed-
ded in an ecosystem and do not develop in a vacuum. Early
work introducing the term "entrepreneurial ecosystem" by
Cohen (2006) and practical suggestions for developing an
EE by Isenberg (2010) have contributed to the concept of EEs
(Kuckertz, 2019) becoming known and attracting interest in
both academia and practice (Roundy, 2017). While there are
several definitions of the term "entrepreneurial ecosystem" in
the literature (for an overview, see Cavallo et al., 2019), ac-
cording to Cavallo et al. (2019, p. 1300), Stam’s (2015) def-
inition "[...] has been widely endorsed in literature [...]" and
encompasses essential characteristics of an EE:

"The entrepreneurial ecosystem as a set of inter-
dependent actors and factors coordinated in such
a way that they enable productive entrepreneur-
ship within a particular territory" (Stam, 2015, p.
1765).

A second definition that emphasizes dynamic processes
within an EE by mentioning both the creation and growth of
startups comes from (Spigel, 2017):

"[An entrepreneurial ecosystem is] a combina-
tion of social, political, economic, and cultural
elements within a region that support the devel-
opment and growth of innovative startups and
encourage nascent entrepreneurs and other actors
to take the risks of starting, funding, and otherwise
assisting high-risk ventures" (p. 50).

Isenberg (2011a, 2011b) highlights that an EE consists
of hundreds of specific elements that can be grouped into
six larger areas: Culture, Policy, Finance, Human Capital,
Support, and Markets. Isenberg also mentions that the com-
bination of elements varies from EE to EE, indicating the
uniqueness of each ecosystem, which in turn requires a spe-
cific rather than a generic approach to analyzing EEs. Fur-
thermore, Isenberg (2011b) argues that the interaction of el-
ements is highly complex and idiosyncratic, which limits the
value of identifying generic causal relationships. An illus-
tration of Isenberg’s understanding of an EE can be found in
Figure 1, and a more detailed elaboration of the domains can
be found in Appendix 1.

According to Mack and Mayer (2016), it is necessary to
consider the evolutionary dynamics of the components of an
EE as well as its developmental stages. Several other au-
thors share this view (e.g., Isenberg, 2011b; Kuckertz, 2019;
Mason and Brown, 2014). Mack and Mayer (2016) divided
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the development of an EE into four stages: Birth, Growth,
Sustainment, and Decline. Each of these phases has differ-
ences in the number of firm entries and firm exits. Mack and
Mayer’s development model can be seen in Figure 2. The full
figure with some of the effects of the phases can be found in
Appendix 2.

Based on the two definitions presented in combination
with Isenberg’s (2011b) understanding of EE domains and
Mack and Mayer’s (2016) evolutionary development phases,
EEs share some common characteristics, including:

• the interdependence of actors and factors,

• the need for coordination and processes to enable pro-
ductive entrepreneurship,

• the focus on a particular territory, and

• the need for an evolutionary and dynamic perspective.

After discussing the definition and characteristics of an
EE, its major areas and phases of development, section 2.2
focuses on the impact of an EE on the economic development
of the area in which it is located.

2.2. Entrepreneurial Ecosystems and Economic Develop-
ment

A positive relationship between entrepreneurial activity
and economic prosperity has been noted by several schol-
ars (e.g., Audretsch et al., 2015; Feldman, 2014; Isenberg,
2011b). In contrast to some authors who focus predomi-
nantly on the impact of high-growth startups (e.g., Mason
and Brown, 2014), Stam (2015) argues that this focus is too
exclusive, as other innovative startups and entrepreneurial
workers can also contribute to positive welfare outcomes to
some extent. Stam refers to an article by Baumol (1990)
that distinguishes between productive, unproductive, and de-
structive entrepreneurial activities and their respective ef-
fects on an economy’s productivity growth. Several factors
influence the extent to which entrepreneurship contributes
to the economy of a given area, with some scholars empha-
sizing that not all entrepreneurial activities contribute pos-
itively to its development (e.g., Mason and Brown, 2014;
Nightingale and Coad, 2014). Rather, there are a small num-
ber of high-growth startups that contribute positively to over-
all economic growth and many underperforming firms that
"[...] have low productivity and low levels of innovation, and
generate churn rather than economic growth" (Nightingale
& Coad, 2014, p. 130). In addition, N. Lee and Rodríguez-
Pose (2021) found that entrepreneurship can lead to regional
poverty reduction when it occurs in tradable sectors, increas-
ing the likelihood of positive regional multiplier effects. En-
trepreneurship in non-tradable sectors still has some eco-
nomic benefits despite the likelihood of local market satu-
ration, but is not sufficient to contribute significantly to re-
gional poverty reduction (N. Lee & Rodríguez-Pose, 2021).
Aparicio et al. (2020) emphasize that entrepreneurship, if
indeed productive, can be a vehicle for inclusive growth that
includes a region’s vulnerable communities.

Policymakers can achieve better outcomes by distinguish-
ing between different forms of entrepreneurial activity and
taking a systems-based, holistic approach rather than focus-
ing on firm-specific interventions (Mason & Brown, 2014).
EEs represent one such systemsbased approach. Several
scholars have linked EEs to economic growth (e.g., Isen-
berg, 2011b; Mason and Brown, 2014). This is driven by
the emergence of high-growth startups that are enabled by
a supportive ecosystem and contribute disproportionately
to the economic development of a region (Mason & Brown,
2014; Nightingale & Coad, 2014), e.g., by creating a signif-
icant share of new jobs compared to non-high-growth firms
(Coad et al., 2014; Henrekson & Johansson, 2010) and by
contributing to the growth of other firms in the same area
through knowledge spillovers (Acs et al., 2009; Mason &
Brown, 2014). However, this growth takes time, so policy-
makers need to take a long-term perspective (Nightingale &
Coad, 2014).

The arguments presented in this subsection seem to moti-
vate policymakers to promote entrepreneurial activities and
establish local EEs. However, an EE may also have impli-
cations for urban development efforts in each area, touch-
ing on a domain that is generally not directly related to en-
trepreneurship. The following subsection analyses this rela-
tionship.

2.3. Entrepreneurial Ecosystems and Urban Development
Some scholars argue that Jane Jacobs, one of the world’s

most influential urbanists, was quick to emphasize that cities’
ability to attract diverse people provides fertile ground for
creativity and innovation, which are key to entrepreneurial
activity (Hospers, 2006; S. Y. Lee et al., 2004), economic
growth (Florida, 2003, p. 43), and vitality (Auerswald,
2015). Because of the density of labor, capital, knowledge,
and other resources, cities enable the creation of young firms,
a concept Jacobs calls "new work" (Jacobs, 1969, p. 49ff.).
Her concept of new work in the context of urban devel-
opment therefore created some of the frameworks for EEs
found in the modern literature. Moreover, she also described
the importance of knowledge spillovers between different
industries for the economic growth of cities (Desrochers &
Hospers, 2007; Qian, 2018). Indeed, Florida et al. (2017,
p. 92) state that "[c]ities [...] are the enabling infrastruc-
ture where connections take place, networks are built[,] and
innovative communications are consummated." In line with
Jacobs’ observations, Richard Florida’s theory of the creative
class suggests that creativity and an open culture are "[...] a
spur to societal innovation, entrepreneurship, and economic
development" (Florida, 2005a, p. 6). Combining Jacobs’
argument of the attractiveness of cities to a variety of peo-
ple and the availability of resources in cities with Florida’s
theory of the creative class illustrates the link between EEs
and urban development. Florida et al. (2017) summarize
this finding by stating that innovation, entrepreneurship,
and creativity are essentially spatial rather than individual
or firm-level processes.
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Figure 1: Domains of an Entrepreneurial Ecosystem. Source: adapted from Isenberg (2011b).

Figure 2: Evolution of an Entrepreneurial Ecosystem. Source: adapted from Mack and Mayer (2016).

As discussed in section 2.2, establishing a thriving EE can
contribute to local economic development. This, in turn, has
the potential to both increase tax revenues and improve the
availability of private capital in a region. As Jacobs (1969,
pp. 290-317) noted, urban development in each area re-
quires financial resources, which can come from public or
private sources. Therefore, the establishment of a local EE
could be part of a broader urban development strategy if
an increase in public and/or private funding is anticipated.
Similarly, Welter et al. (2008) suggest that promoting en-
trepreneurship in distressed urban areas, if certain barriers
can be overcome, may contribute to their regeneration. As
Isenberg (2011b) has noted, each EE is embedded in the con-
text of a particular area and is therefore made up of a unique
combination of different elements that interact in complex
and idiosyncratic ways. Thus, when attempting to create a
local EE, spatial characteristics must be considered.

The section 2.4 highlights the differences between these
features and analyzes some of their implications. This sets
the stage for the main concern of this article: the unique
context and configuration of EEs in second-tier European re-
gions, and the corresponding implications for policy effec-
tiveness throughout the life cycle of an EE.

2.4. Entrepreneurial Ecosystems and Spatial Differences
In this subsection, spatial differences are introduced into

the discussion of EEs. First, a phenomenon that affects the
geographic inequality of EEs is explained: the polarization of
innovation. Then, the focus shifts from a more general con-
sideration of EEs to EEs specifically in second-tier regions. A

brief analysis of the uniqueness of the contemporary Euro-
pean context is also provided. This subsection thus intro-
duces the focus of the article: the development of EEs in
second-tier European regions.

2.4.1. Polarization of Innovation
In 2005, Richard Florida pointed out in an article in The

Atlantic Monthly that contrary to the widespread belief that
technology and globalization are leveling the global eco-
nomic playing field, the world has only a few centers where
innovation is concentrated, and that this divide is also ev-
ident at the national level (Florida, 2005b). He notes that
"[p]opulation and economic activity are both spiky, but it’s
innovation - the engine of economic growth - that most con-
centrated" (p. 49). Analysis of venture capital investment
(VC) in U.S. metropolitan regions, European metropolitan
regions, and metropolitan regions around the world (Florida
& King, 2016) confirms Florida’s original observation of in-
novation concentration. Florida and King (2016, pp. 6-7)
note that only ten metropolitan regions worldwide account
for more than half of total global VC investment. Areas in the
U.S. accumulated 68.6% of global VC investment, with Sili-
con Valley alone attracting 25.3% (Florida & King, 2016, pp.
6-11). In the following, this phenomenon is referred to as
the polarization of innovation. Figure 3 illustrates the distri-
bution of VC investments worldwide. Appendix 3 illustrates
the distribution within the U.S. and Europe in detail.

According to Atkinson et al. (2019), the polarization
of innovation leads to a growing gap between superstar
metropolitan areas and non-superstar areas, as well as a
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Figure 3: Venture Capital Investments across Metropolitan Areas Worldwide in 2012. Source: Florida and King (2016, p. 10).

concentration of jobs in the innovation sector. This leads to,
among other things, higher housing prices and more traffic in
superstar areas and out-migration, territorial underdevelop-
ment, and economic exclusion in second-tier and rural areas
(Atkinson et al., 2019). Rodríguez-Pose (2018) suggests
that such regional disparities even lead to social tensions
and political populism based on territorial rather than social
foundations.

As discussed in section 2.2, EEs can contribute to the eco-
nomic development of an area. While most thriving EEs are
located in superstar areas, some second-tier regions around
the world have managed to build thriving EEs despite innova-
tion polarization. section 2.4.2 focuses on EEs in second-tier
regions, while section 2.4.3 highlights the uniqueness of the
contemporary European context, which has not yet received
much attention in the entrepreneurship literature (Audretsch
et al., 2015).

2.4.2. Entrepreneurial Ecosystems in Second-Tier Regions
There are numerous definitions of second-tier cities or re-

gions in both academic and practitioner literature (see Fig-
ure 4 for a non-exhaustive overview). In this article, second-
tier regions are defined as regions "[...] that are smaller than
the large metropolises that dominate regional or national
economies [...]" (Wachsmuth, 2008, p. 1), although no mini-
mum or maximum population size is specified, as second-tier
regions should "[...] be defined in relation to the first-tier
cities with which they coexist" (Wachsmuth, 2008, p. 2).

As Isenberg (2011b) has noted, the design of an EE de-
pends on the local context and conditions. Therefore, it is
neither advisable nor feasible to emulate superstar EEs like
Silicon Valley, especially for second-tier regions. Instead, it
should be recognized that each EE is different and has unique

characteristics (Xu & Dobson, 2019). Peripheral places face
certain challenges related to their spatial context and avail-
ability of resources as opposed to superstar areas (Xu & Dob-
son, 2019). These challenges may include more difficult ac-
cess to financial resources and skilled human capital, a less
supportive sociocultural environment, lack of certain infras-
tructure components (such as transportation infrastructure
or high-speed internet), limited markets and market access,
and ineffective policies (Xu & Dobson, 2019).

In contrast to the innovation polarization phenomenon,
and despite the above challenges, there are some examples
in the literature of second-tier regions that have successfully
built thriving EEs. Such examples include Boise, Portland,
and Kansas City (Mayer, 2011), Chattanooga (Motoyama
et al., 2016), Newton Falls and Geneva (Roundy, 2019),
and Calgary and Waterloo (Spigel, 2017). Summaries of the
above case studies can be found in Appendix 4.

2.4.3. European Context
Compared to North America, the contemporary urban

context in Europe has been less studied in the academic lit-
erature (Audretsch et al., 2015). However, Europe has many
small and medium-sized cities, highlighting its unique poly-
centric urban structure (Dijkstra et al., 2013). Dijkstra et al.
(2013) argue that stylized analytical frameworks, assump-
tions, and policy conclusions derived from them are mostly
based on the contexts of North America or the developing
world and therefore have limited relevance to the contempo-
rary European context. This in turn hinders the process of
policy development in European regions based on textbook
models (Dijkstra et al., 2013). Given the importance of spa-
tial context in discussing EEs and the focus of the academic
literature on North America and developing countries, this
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Figure 4: Selection of Definitions of Second-Tier Regions.

article considers the unique European context as well as the
individual contexts of regions within Europe.

Audretsch et al. (2002, p. 4) argue that the U.S. inter-
nalized the virtues of entrepreneurship more quickly than
Europe and that European countries were relatively slow to
adopt a similar mindset. European attitudes toward the en-
trepreneurial economy developed in five phases (for a sum-
mary, see Audretsch et al., 2002, pp. 4-6). Toward the end
of the 1990s, European policymakers reached a consensus on
the superiority of the entrepreneurial economy in the United
States over the old managerial economy in Europe, leading
to a commitment to create a new European entrepreneurial
economy (see European Commission, 2000, pp. 249-286).
In 2013, in response to the 2008 financial crisis, the Euro-
pean Commission presented an action plan to reignite en-
trepreneurship in Europe through governance mechanisms
(European Commission, 2013, p. 3). Szerb et al. (2020) ex-
plain that since then, a policy priority setting framework, the
Research and Innovation Strategies for Smart Specialization
(RIS3) agenda, has emerged in the EU. The RIS3 agenda aims
to tailor R&D and innovation-related policies to the capabili-
ties, strengths, and potential of a given region. According to
some scholars, RIS3 is an innovative policy approach (Foray
& Goenaga, 2013) that is part of a broader regional and
place-specific growth policy framework (OECD, 2013; Pugh,
2014). Morgan (2017, p. 569) even describes it as "[...] the
most ambitious innovation program ever introduced in the
European Union [...]". Szerb et al. (2020) emphasize that
the RIS3 agenda recognizes the spatial differences between
regions within the EU, resulting in individual contexts that re-

quire tailored governance and policy approaches. The same
authors then compare RIS3 with the EE approach. While
both approaches respect spatial differences, EEs consider a
broader range of individual and institutional factors and the
interconnectedness of actors within an ecosystem (Acs et al.,
2016; Szerb et al., 2020). Nevertheless, Szerb et al.’s (2020)
analysis shows that spatial differences are increasingly con-
sidered by policymakers in Europe, both at supranational and
national levels. Regarding the development of EEs and to
fully understand the framework conditions of each region,
identify institutional and individual weaknesses, understand
the harmonization of the components of an EE, and simulate
policies that could alleviate bottlenecks of the regional EE,
Szerb et al. (2020) argue that the use of the Regional En-
trepreneurship and Innovation Index (REDI) is appropriate
(Szerb et al., 2020; see also Figures 5 and 6). For more in-
formation on the REDI, see section 2.5, which also highlights
the identified research gap.

2.5. Research Gap
Since the early work of scholars such as Cohen (2006),

Isenberg (2010), and Feld (2020), many aspects of EEs have
been explored in the academic literature. However, research
on EEs has mostly focused on nations (Audretsch et al.,
2015) or on established ecosystems in large superstar re-
gions (Roundy, 2019). As a result, there are still a wealth
of areas that can be further explored in academic research
(Cavallo et al., 2019). This article aims to outline policy im-
plications for second-tier European regions that aim to build,
grow, and sustain a resilient EE. The importance of a dynamic
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Figure 5: Joint Potential of RIS3- and EE-Based Regional Entrepreneurship Policy. Source: adapted from Szerb et al. (2020, p. 7).

Figure 6: Structure of the Sub-Indices and Pillars of the REDI. Source: adapted from Szerb et al. (2020, p. 9).

approach to research EEs and its underdevelopment in the
scientific literature has been noted by several researchers.
Both Borissenko and Boschma (2016) and Mack and Mayer
(2016) emphasize the need for further research on the dy-
namics of EEs. Cavallo et al. (2019) emphasize the need to
explore the role of policymakers in the dynamic evolution
of an EE and how to promote "natural" and self-regulating
rather than artificial mechanisms. A call for papers for En-
trepreneurship & Regional Development by Audretsch et al.
(2018) identified the need for papers that address policy
issues, such as analyzing how policy influences elements of
an EE and how elements of an EE influence policy. Shwetzer
et al. (2019, p. 89) additionally articulated two research
directions that align with the above pathways for further
research, namely "[p]olicymakers’ interventions and support
to enable and grow EEs" and "EEs creation, growth and how
can they be sustained". By elaborating policy implications
for European second-tier regions while considering the dy-
namics of an EE, this article aims to contribute to filling the
research gaps mentioned before. By focusing specifically on
second-tier European regions, this article also considers the
uniqueness of the European context (Audretsch et al., 2015).

After an introduction to the context and challenges Eu-

ropean second-tier European regions in establishing an EE,
a comparative case study is provided of two second-tier
European regions that, contrary to expectations, have man-
aged to establish and develop thriving EEs. The selection
of cases is based on the REDI, as it is comparable for all EU
regions (Szerb et al., 2013; Szerb et al., 2015). The REDI
was constructed to "[...] capture the contextual features of
entrepreneurship across EU regions" (Szerb et al., 2015, p.
1) and combines three sub-indices, 14 pillars, and both in-
dividual and institutional variables (see Figure 6). Based on
these criteria, Szerb et al. (2015, p. 14) created a ranking
of regional entrepreneurship that includes the 125 regions
of the European Union. The ranking of the top 25 regions
can be seen in Figure 7, the original full ranking table from
Appendix 5.

Using the REDI, it is possible to identify the second-tier
regions that have succeeded in establishing competitive EEs.
The regions ranked first through fourth are all superstar re-
gions. However, there are also some regions in the top ten
that are not major cities (defined as regions with more than
250,000 inhabitants, according to Audretsch et al., 2015),
including:

• 5th place: East Middle Sweden (largest city: Uppsala)
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Figure 7: REDI Ranking and REDI Scores of the Top 25 European Union Regions. Source: adapted from Szerb et al. (2015, p. 14).

• 7th–8th place: Denmark’s North Jutland Region (largest
city: Aalborg)

• 9th place: Great Britain’s South East (largest city:
Brighton and Hove)

When looking at cities with less than 100,000 inhabitants,
i.e., small cities (in line with Audretsch et al., 2015), the fol-
lowing regions ranked in the first quarter also seem promis-
ing for a more detailed analysis:

• 14th place: Sweden’s Upper Norrland (largest city:
Umeå)

• 18th place: Ireland’s Border, Midland and Western
(largest city: Galway)

• 23rd–25th place: Denmark’s Zealand Region (largest
city: Roskilde)

The author of this article decided to examine the cases of
East Middle Sweden and Border, Midland and Western (Ire-
land) to identify specific factors that contribute to the regions’
entrepreneurial success. East Middle Sweden is an interest-
ing case because the region is near Stockholm, the capital
of Sweden, yet has been able to develop its own EE, which
has produced prominent companies such as Skype and Klarna
(see section 4.1 for the detailed analysis). The case of Border,
Midland and Western is interesting because it is in a rather
rural region on the west coast of Ireland, with an underdevel-
oped transport infrastructure hampering domestic and inter-
national travel (see section 4.2 for a detailed analysis). For
linguistic and readability purposes, East Middle Sweden will
be referred to as

"Uppsala" and Border, Midland, and Western as "Galway"
in the following; however, the surrounding areas as integral
parts of the respective EE remain included in the analysis.

After defining the research gap and the two regional EEs
that will be analyzed in depth, section 3 describes the re-
search methodology used to analyze the development of the
EEs in Uppsala and Galway.

3. Research Method

This section describes the research method chosen for this
article, including the research approach, the process of data
collection, and the analysis of the data. A more detailed ex-
planation can be found in Appendix 6.

3.1. Research Approach
An inductive research approach was adopted to analyze

the dynamic evolution of EEs in second-tier European re-
gions. This approach consists of guiding research questions
that determine data collection and analysis (Roundy, 2019).
Because there is little research on EEs in second-tier Euro-
pean regions (Roundy, 2019), an inductive, theory-building
approach was appropriate (Locke, 2007). Inductive theory
building allows the researcher to gain an understanding of
the unfolding of processes behind unusual phenomena and
explain surprising occurrences (Edmondson & McManus,
2007). The emergence and growth of an EE in a second-tier
European region represent such complex processes with mul-
tiple variables to consider, such as time, social interactions,
and feedback loops (Roundy, 2019).

By choosing a comparative case study approach, similar-
ities and differences in the context, developmental dynam-
ics, and composition of the two EEs in Uppsala and Galway
could be derived. While such a "small n" approach (Roundy,
2019) limits generalizability of findings, some scholars ar-
gue that comparative case studies generate some degree of
generalizability despite a small sample size (e.g., Eisenhardt
and Graebner, 2007; Roundy, 2019). However, given the ex-
ploratory nature of the research, the goal of this article is
particularization rather than generalization (Welch, 2011).

3.2. Data Collection
To gain a deeper understanding of the processes under-

lying the development of the EEs in Uppsala and Galway, in-
terviews were conducted with representatives from the two
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regions. Purposive sampling, a form of non-probability sam-
pling, was chosen to select the interviewees. Given the re-
search objectives and inductive research approach, the sam-
pling procedure did not aim to be statistically significant, but
rather to select information-rich cases to gain insight into
the nature, processes, and structure of the two EEs (Patton,
2005). Interviewees were selected to allow for the inclu-
sion of different perspectives, knowledge, and experiences
of the various stakeholders that comprise an EE (see Isen-
berg, 2011b; Palinkas et al., 2015). The respective inter-
viewees were identified through a combination of secondary
data highlighting key actors within each EE and snowballing
(see, e.g., Biernacki and Waldorf, 1981).

The predominant determinant of sample size in qualita-
tive research is information saturation (e.g., Fusch and Ness,
2015; Malterud et al., 2016; Morse, 1995). Because some
determinants of information saturation could not be defined
a priori, it was not possible to determine a final number of
interviews to be conducted at the beginning of the research
process. However, as Malterud et al. (2016) mention, a first
approximation of the sample size is necessary for research
design. Therefore, the author’s goal was to conduct at least
five interviews in each of the two regional EEs to include the
knowledge, views, and experiences of key stakeholders in the
EEs. However, the final sample size had to be continuously
evaluated throughout the research process and was based on
the informativeness of the interviews conducted in relation
to the research objectives (Malterud et al., 2016). The fi-
nal sample table can be found in Appendix 6. The interviews
conducted were semi-structured. While a semi-structured in-
terview is more conversational, a list of predetermined ques-
tions was used, which provided the opportunity to explore
topics in greater depth if deemed important for later anal-
ysis of each EE (Longhurst, 2003). The guide used for the
semi-structured interviews can be found in Appendix 9.

3.3. Data Analysis
The research for this article was divided into three phases

(see Figure 8). Interviews as part of the second phase were
conducted via video or phone call due to travel restrictions
resulting from the Covid-19 pandemic. To facilitate effective
data analysis, verbal transcripts (Matheson, 2007; McLellan
et al., 2003; Wellard & McKenna, 2001) were prepared using
standard orthography (Kowal & O’Connell, 2004, pp. 249-
250). The transcripts can be found in Appendix 11.

The process of coding the interviews followed the sug-
gestions of Schmidt (2004, pp. 254-257). First, the com-
mon themes discussed during the interviews were identified
and summarized in an analytical guide (see Appendix 10).
Then, the interviews were coded accordingly. Based on the
coded interviews and by grouping the quotes according to
their codes, the relevance of each theme was assessed. De-
pending on the relevance of the themes, each interview was
iteratively analyzed again in depth to understand the mean-
ing of the different interviews and to reach a conclusion as
to why each of the two regions studied achieved the estab-
lishment of a thriving EE. In addition, following the example

of some researchers (e.g., Motoyama et al., 2016; P. Ryan et
al., 2021), timelines were used to analyze relevant innova-
tion pathways and the dynamics of each EE. By sequencing
secondary data points and adding a temporal layer to the
interview coding process, both the creation and subsequent
analysis and interpretation of timelines and relevant innova-
tion trajectories became possible.

Interpretive sensemaking was used to analyze the data
on Uppsala and Galway. Interpretive sensemaking avoids
generalizations and emphasizes the importance of individ-
ual context (Welch, 2011). By sequencing relevant innova-
tion trajectories, process-based interpretation, and explana-
tion of the evolutionary dynamics of the two EEs became pos-
sible (P. Ryan et al., 2021). The analysis was refined through
successive iterations between theory and data (G. W. Ryan
& Bernard, 2000, p. 783). By combining the viewpoints
and perspectives of the various interviewees, as well as data
obtained from secondary sources, "chain[s] of evidence and
narrative accounts" (P. Ryan et al., 2021, p. 7) emerged that
reveal the evolutionary processes of the two EEs in Uppsala
and Galway. The interpretation of the data always consid-
ered the spatial context of each case (Roundy, 2019). Fig-
ure 9 summarizes the data sources used and their analytical
use for this article. The next section presents the results.

4. Findings

This section summarizes the results of the primary and
secondary data collected on the EEs in Uppsala and Galway.
It also summarizes the similarities and differences between
the two EEs. The underlying data structures are presented
towards the end of each stage of development; the exemplary
quotes can be found in Appendix 8.

4.1. Analysis of Uppsala’s Entrepreneurial Ecosystem
Due to its extensive academic history dating back to 1477,

Uppsala is primarily known as a university town, and re-
search on Uppsala’s economy has focused primarily on the
life sciences cluster (e.g., Teigland et al., 2004, 2007; Wax-
ell and Malmberg, 2007). The local EE has not received
much attention in scientific research. Therefore, informa-
tion about Uppsala’s EE comes primarily from qualitative in-
terviews with stakeholders within the EE unless otherwise
noted. The context of Uppsala is summarized in Figure 10.

4.1.1. Birth: Research Breakthroughs at Uppsala University
The roots of entrepreneurial activity in Uppsala can be

traced to significant research findings in biotechnology at Up-
psala University in the 1920s and 1930s (Waxell & Malm-
berg, 2007). These findings led to a growing interest in
university-industry collaboration in the life sciences. In 1950,
the large Swedish pharmaceutical company Pharmacia de-
cided to move its core business from Stockholm to Uppsala
(Eliasson & Eliasson, 2006; Waxell & Malmberg, 2007). The
reason for this was the successful R&D collaboration with Up-
psala University (Eliasson & Eliasson, 2006), which mainly
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Figure 8: Research Phases. Source: own illustration.

Figure 9: Data Sources and Analytical Use. Source: own illustration.

revolved around two Nobel Prize winners in chemistry (Wax-
ell & Malmberg, 2007). Pharmacia then gradually became
one of the most important employers in the region and con-
tributed to the growth of the Uppsala life science cluster.

After Pharmacia moved its headquarters to Uppsala, the
company continuously engaged in significant M&A activity
(Dahlgren & Valentin, 2007). Then, in the mid-1990s, Phar-
macia began spinning off, selling, and restructuring various
parts of the company (Waxell & Malmberg, 2007), which at-

tracted two large multinationals to the region (Eliasson &
Eliasson, 2006): Pfizer and Cytiva (formerly GE Healthcare).
Uppsala’s attractiveness to life science companies can also be
attributed in part to the increased availability of scientifically
trained and industrially experienced people following the dis-
solution of Pharmacia (Eliasson & Eliasson, 2006), support-
ing Mayer’s (2011, p. 205) observation that MNEs act as
"surrogate universities".

The presence of Pharmacia, and later other multina-
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Figure 10: Case Context of Uppsala. Source: own illustration.

Figure 11: Pharmacia Spin-offs between 1985-1996. Source: own illustration based on Eliasson and Eliasson (2006) and data from
Nilsson and Norell (1996).

tionals, in Uppsala has encouraged the creation of spin-offs
by former employees of these firms ((Eliasson & Eliasson,
2006); see also Appendix 7 for a non-exhaustive overview
of Pharmacia’s Swedish genealogy). For example, Pharma-
cia established 70 companies between 1985 and 1996 (see
Figure 11), 56 of which were located in the Uppsala region
and 14 in the Stockholm region (Eliasson & Eliasson, 2006),
again underscoring Uppsala’s attractiveness to the life sci-

ences industry. Even when Pfizer, which acquired parts of
Pharmacia during the breakup period, later phased out the
research activities started by Pharmacia in Uppsala, former
Pharmacia employees continued to establish new companies
in the region that were not based on technologies developed
at Pharmacia (Eliasson & Eliasson, 2006). For a detailed
recapitulation of Pharmacia’s history and its aftermath, see
Eliasson and Eliasson (2006).
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However, the entrepreneurs in Uppsala did not only
emerge from the local multinationals during the birth of
the EE. The importance of the academic sector in the city
ensured a steady influx of domestic and foreign students, as
well as professors and researchers. These groups of people
were of great importance for the emergence of Uppsala’s EE.
It is noteworthy that the Swedish legal framework provides
university researchers with rights to their results, which is
known as "professor’s privilege" (see, e.g., Färnstrand Dams-
gaard and Thursby, 2013). Thus, unlike other countries,
researchers at Swedish universities are allowed to commer-
cialize their results without having to deal with legal issues
related to intellectual property (IP). According to several
interviewees, this mechanism, combined with an emerg-
ing support system focused primarily on the life sciences
cluster, encouraged professors and researchers to pursue en-
trepreneurial ventures. Interestingly, most professors and
researchers remained employed part-time at the university,
resulting in hybrid entrepreneurship (Folta et al., 2010).

4.1.2. Growth: Emergence of an Entrepreneurial Support
System

Interviewees attributed the growth of Uppsala’s EE to
many aspects revolving around activities and initiatives ei-
ther initiated or supported by government officials. Due to
high tax rates and the general importance of the public sector
in Sweden, several interviewees stated that the activities of
entrepreneurial support organizations in Uppsala have been
and continue to be at least partially dependent on public
funding. Among government officials, successful university-
industry collaboration in research and development has grad-
ually awakened interest in the shared potential of academia,
business, and the public sector, as well as in the potential of
entrepreneurial activities. One of the major initiatives aimed
at harnessing this potential was the creation of STUNS, an in-
dependent nonprofit organization dedicated to orchestrating
the now emerging local EE. STUNS’s founding in 1983 was
based on a plan by the governor at the time to create a local
science park modeled on Silicon Valley.

Third-level funding and the initiation of STUNS are just
two examples of the emerging public interest in local en-
trepreneurship. As Uppsala grew, other public and semi-
public organizations and actors gradually emerged. Exam-
ples include Almi, a regional development office that pro-
vides financial capital to companies; Connect, an organiza-
tion that connects entrepreneurs with domestic and foreign
investors; Drivhuset, a support organization for student en-
trepreneurs; and the Uppsala Innovation Centre, a leading
international business incubator.

Although many different organizations are involved in
Uppsala’s EE, there has been no sign of competition between
actors within the ecosystem during the growth phase, which
has been and continues to be an important regional success
factor. Close collaboration between actors within the ecosys-
tem is a major strength of Uppsala, according to several in-
terviewees. Because the city of Uppsala is spatially compact,
there are certain geographic locations where entrepreneurial

activities are concentrated. The resulting density of the EE fa-
cilitates knowledge exchange between different actors within
the ecosystem and catalyzes entrepreneurial activity in the
region. As one interviewee from STUNS noted:

"[...] since [...] Uppsala is a fairly small city, we
try to have [...] a no-wrong-door policy. [...] we
are a lot of actors within the innovation ecosystem
that try to refer people depending on how mature
their idea is [...]."

Due to the above factors and processes that influenced the
growth of Uppsala’s EE, the region gained some notoriety as
the birthplace of companies such as Skype, Klarna, MySQL
and Orexo. Such success stories, several interviewees said,
were fundamental to Uppsala’s EE, e.g., by inspiring and mo-
tivating students to become entrepreneurs. Entrepreneurial
role models are certainly crucial to the ecosystem even today.

The growth of Uppsala’s EE is partly due to its spatial lo-
cation. The city is close to Sweden’s largest international
airport, Arlanda, which has been particularly important to
the local life science cluster given its global reach. The star-
tups that emerged in the growth phase of the Uppsala in-
dustrial cluster, after serving regional markets in the initial
phase of the EE, were therefore usually "born globals", i.e.,
they served several international markets early in their de-
velopment (Knight & Cavusgil, 1996). In addition, public
transportation between Uppsala and Stockholm allows resi-
dents to commute to Stockholm in about 30 minutes.

Because real estate prices in Uppsala have historically
been lower compared to Stockholm, the capital of Sweden,
the transportation infrastructure continues to make it attrac-
tive to live and do business in Uppsala today.

4.1.3. Sustainment: Acquisition, Relocation, or Early Initial
Public Offering

Several interviewees emphasized that Uppsala’s EE has
gradually diversified and become less dependent on the life
sciences industry, although the cluster is still critical to the
region’s success. The continued importance of life sciences
in Uppsala is supported by the number of people employed
in the cluster. In 2012, Uppsala had the highest density of
employees in the life sciences industry in Sweden (see Fig-
ure 12). In 2016, life science cluster companies in Uppsala
employed more than 5,300 people (full-time equivalents),
making it the most labor-intensive sector in Uppsala (City of
Uppsala, 2015). For a list of the ten life science companies
with the most employees in Uppsala, see Table 3.

Despite the importance of the regional life sciences clus-
ter, some of the entrepreneurial success stories mentioned
above did not originate in the life sciences industry, but in
unrelated fields such as finance (Klarna) and ICT (Skype,
MySQL). The entrepreneurs behind such successful indige-
nous ventures not only inspire the local Uppsala population
to also engage in entrepreneurial activities, but according
to several interviewees, often engage in other activities that
later contribute to strengthening the local EE. These activi-
ties include further entrepreneurial endeavors, i.e., becoming
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Table 1: Data Structure of Uppsala’s Ecosystem Birth.

Table 2: Data Structure of Uppsala’s Ecosystem Growth.

Table 3: Employment by Top 10 Life Science Companies in Uppsala in 2016. Source: STUNS Life Science (2016).

serial entrepreneurs, taking advisory positions in local star-
tups, or becoming investors in regional businesses. In the
interviews, these processes, combined with the collaborative
mentality prevalent in the region, were described as a kind of

pay-it-forward culture that has gradually developed through-
out Uppsala’s EE.

However, there are certain trends that pose a challenge
to maintaining the local EE in Uppsala. It was highlighted
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Figure 12: Proportion of Population Employed in Swedish Life Sciences in 2012. Source: adapted from Sandström (2014, p. 117).

in the interviews that despite some successful startups that
have emerged from the EE in Uppsala, these companies
tend to move either to Stockholm or to other international
metropolises during their scale-up phase. This is at least
partly due to the lack of availability of financial capital for
regional scale-up companies, which limits their growth po-
tential within Uppsala’s EE. This was also noted by Eliasson
and Eliasson (2006) when they analyzed the aftermath of
Pharmacia’s dissolution. Therefore, Uppsala may initially
benefit from promising startups, but loses them at some
point in their growth phase. Moreover, the lack of growth
capital also leads to an increase in acquisition activity by local
multinational subsidiaries (Eliasson & Eliasson, 2006). How-
ever, such acquisitions prevent Uppsala’s EE from becoming
less dependent on foreign multinationals and strengthen the
domestic part of the local EE, as was also pointed out in
the interviews. On the contrary, as Eliasson and Eliasson
(2006) point out, a lack of qualified venture capitalists with
sufficient industry knowledge increases the risk of regional
activities retreating to other locations within or outside the
country of origin, as well as missing out on technologies
with significant economic potential. To date, Uppsala has
been successful in retaining local MNE subsidiaries primar-
ily due to university-industry collaboration, availability of
skilled human capital, and relatively low wages (Eliasson
& Eliasson, 2006). However, the continued dependence on
foreign MNE subsidiaries, although less pronounced than at
the beginning of the EE, poses a risk to Uppsala’s economy,
as one interviewee pointed out:

"Our main issue is that they [foreign-owned MNE
subsidiaries] are all owned by American risk cap-
ital firms, so we are just a little dot. If they say,
we do not want this little dot in this little town

anymore because it is far away up north, then our
whole ecosystem probably falls."

However, there is a notable alternative to VC investing in
Sweden in the form of a small-cap venture exchange called
First North (see Carpentier et al., 2010). This specialized ex-
change allows young companies to go public at an early stage
and raise money through an initial public offering (IPO).
While some regional companies make use of this alternative,
according to several interviewees, Uppsala-based startups in
their growth phase still largely aim for a takeover by a multi-
national company or relocate to a metropolis.

4.1.4. Summary
In summary, the analysis of Uppsala’s EE shows that an EE

depends on different actors and can emerge from processes
that are not directly aimed at promoting local entrepreneur-
ship. The emergence of Uppsala’s EE can be attributed to
Uppsala University’s strength in life science research. This
strength has led large life science companies, particularly
Pharmacia, to locate in Uppsala and collaborate with the uni-
versity on research and development. Through the creation
of spin-off companies, these processes have led to the emer-
gence of a strong life science cluster that continues to play an
important role today, distinguishing the ecosystem from that
of nearby Stockholm.

Through mergers and acquisitions, the subsequent breakup
of Pharmacia has attracted other multinational companies
operating in Uppsala, predominantly R&D. In addition, for-
mer employees, usually highly qualified and experienced,
have contributed to Uppsala’s EE growth by establishing spin-
off companies. Government initiatives to support startups in
Uppsala, both financial and non-financial, have enabled the
emergence of such companies.
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Table 4: Data Structure of Uppsala’s Ecosystem Sustainment.

Uppsala has also benefited from its size and spatial con-
text, which has resulted in a high density of highly skilled hu-
man capital, geographic proximity of relevant actors within
the EE, and proximity to relevant infrastructure. This has
facilitated collaboration, for which Uppsala’s inherent pay-it-
forward culture has played an important role by minimizing
competition within the system.

The case of Uppsala furthermore sheds light on problems
that other second-tier regions may also face. Because Upp-
sala has a strong academic past, the city’s reputation depends
largely on its two local universities. As a result, Uppsala is
perceived primarily as a university town, which to some ex-
tent discourages people from considering the region for their
careers. In addition, the size of the region, combined with
its proximity to Stockholm, makes it easier for both compa-
nies and individuals to relocate, making it difficult to retain
companies and talent attracted by the allure of such a global
metropolis. Another contributing factor is that Uppsala does
not have access to growth capital, which would be important
for startups looking to scale up. As a result, it is difficult for
Uppsala to both convince thriving companies that have orig-
inated in Uppsala to stay in the region rather than move to
a larger city, and to convince non-local startups and aspiring
entrepreneurs to choose Uppsala as a location for their en-
trepreneurial endeavors. Figure 13 provides an overview of
the development of Uppsala’s EE.

4.2. Analysis of Galway’s Entrepreneurial Ecosystem
Various aspects of Galway’s medical technology cluster

have been analyzed in the academic literature (Evers & Gib-
lin, 2017; Giblin & Ryan, 2012; P. Ryan & Giblin, 2012; P.
Ryan et al., 2020, 2021). The analysis of Galway’s EE there-
fore combines secondary data with information obtained
through qualitative interviews with actors within the Gal-
way EE. The context of the Galway case is summarized in
Figure 14.

4.2.1. Birth: Monetary Incentives Attract MNEs to Galway
As highlighted both in the literature and by interviewees,

Galway’s EE has grown rather organically (see, e.g., Evers

and Giblin, 2017, p. 112). While the first foreign-owned
medical technology company in Galway was established in
Galway in 1973 (P. Ryan et al., 2021), the first pivotal event
occurred in 1982 when CR Bard (acquired by Medtronic in
1999, hereafter referred to as Medtronic for simplicity) es-
tablished a manufacturing facility in Galway (P. Ryan et al.,
2021; P. Ryan et al., 2020; Evers and Giblin, 2017, p. 112;
P. Ryan and Giblin, 2012). After CR Bard filed the first med-
ical technology patent in the region in 1991 (P. Ryan et al.,
2020), Boston Scientific, the second major MNE in the re-
gion, established a manufacturing site in 1994 (P. Ryan et al.,
2021; Evers and Giblin, 2017, p. 112; P. Ryan and Giblin,
2012; Giblin and Ryan, 2012). Both multinationals were at-
tracted to the region by IDA Ireland initiatives such as a low
corporate tax rate, grants, and research incentives (P. Ryan
et al., 2021; Evers and Giblin, 2017, p. 110; P. Ryan and Gib-
lin, 2012; Giblin and Ryan, 2012), access to European mar-
kets, English-speaking labor, and a relatively low cost base (P.
Ryan & Giblin, 2012). With the aforementioned incentives,
IDA Ireland aimed to attract foreign direct investment (FDI)
to benefit from the knowledge spillover from abroad (Evers
& Giblin, 2017, p. 111; see also Figure 15).

Some interviewees have also linked IDA Ireland’s efforts
to attract foreign multinationals to a series of events related
to Digital Equipment Corporation, a major player in the mini-
computer industry. In 1971, the company opened an assem-
bly plant in Galway (Van Egeraat & Jacobson, 2004). The
assembly plant closed in 1993, and although Digital Equip-
ment Corporation maintained a software development func-
tion in Galway (Van Egeraat & Jacobson, 2004), the plant’s
closure resulted in the loss of over 700 jobs in the region
(Coughlan, 2017). As some interviewees pointed out, and
although some of those laid off later became entrepreneurs
in the region out of necessity, a local task force in collabora-
tion with IDA Ireland worked to attract large new employ-
ers to the region after the closure (Coughlan, 2017), eventu-
ally succeeding with the arrival of Boston Scientific. Boston
Scientific, which was also attracted by Medtronic’s success-
ful operations in Galway, then took over the empty premises
previously occupied by Digital Equipment Corporation.
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Figure 13: Development of Uppsala’s Entrepreneurial Ecosystem. Source: own illustration, format adapted from Mack and Mayer (2016).

While the two multinationals initially established only
manufacturing facilities in Galway, Medtronic established an
R&D center in 1996, followed by Boston Scientific’s product
development center in 1997 (P. Ryan et al., 2021). The es-
tablishment of innovation-oriented facilities was critical both
to the survival of the multinationals’ subsidiaries and to the
development of Galway’s EE as a whole, as one researcher in-
terviewed pointed out. While early local start-up activity in
the 1980s and 1990s focused predominantly on supplying the
two multinationals (Evers and Giblin, 2017, p. 114; P. Ryan
and Giblin, 2012), it was indigenous firms founded by former
employees of the multinationals that designed and developed
their own ideas in areas unrelated to the industry (P. Ryan &
Giblin, 2012; P. Ryan et al., 2021). The former Medtronic

and Boston Scientific employees benefited from the connec-
tions they made and the management skills they developed
while working for the MNEs (P. Ryan et al., 2021; Evers and
Giblin, 2017, p. 118; P. Ryan and Giblin, 2012). These con-
nections and skills, along with the international exposure,
quality compliance experience, and credibility they built as
business professionals, enabled them to identify business op-
portunities leading to spin-off activities in Galway (P. Ryan et
al., 2021; Evers and Giblin, 2017, p. 118; P. Ryan and Giblin,
2012). Because the medical technology market is global, in-
ternational connections were critical to commercial success
(Evers and Giblin, 2017, p. 118; Giblin and Ryan, 2012).
However, spin-off activities were not limited to former MNE
employees. As mentioned by interviewees, researchers from
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Figure 14: Case Context of Galway. Source: own illustration.

Figure 15: Medical Technology-Related Companies in Galway from 1973-2009. Source: Giblin and Ryan (2012, p. 251); the typing error
in the figure’s legend ("total number of") has been noted.

local universities also began to participate in the start-up pro-
cesses. This then accelerated during the growth phase of the
EE when local universities began to establish specialized re-

search centers that began to attract highly qualified students
and researchers to the Galway region.
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Table 5: Data Structure of Galway’s Ecosystem Birth.

4.2.2. Growth: NUI Galway Adapts to Emerging MedTech
Cluster

While the main local university, NUI Galway, did not ini-
tially function as an anchor within the EE, it has continually
responded to economic developments in Galway. Since the
establishment of an engineering department in 1980 (P. Ryan
et al., 2021), NUI Galway has become a major research part-
ner and a provider of specialized human capital. In 1998,
the university introduced a biomedical engineering degree
program (Giblin & Ryan, 2012; P. Ryan et al., 2021), and in
1999, the National Centre for Biomedical Engineering Sci-
ence (NCBES) was established to foster university-industry
collaboration (Giblin & Ryan, 2012; P. Ryan et al., 2021).
In 2003, NUI Galway established the Regenerative Medicine
Institute (REMEDI) to further enhance public-private collab-
oration, and in 2009, a dedicated postgraduate diploma in
medical device science was introduced (Giblin & Ryan, 2012;
P. Ryan et al., 2021). Shortly thereafter, in 2010, the univer-
sity initiated the Biolnnovate Ireland training program aimed
at producing indigenous medical device startups (P. Ryan et
al., 2021). Since then, NUI Galway has continued to increase
its importance to the local EE, for example, by introduc-
ing a master’s degree program in biomedical engineering in
2013 and establishing the Irish Centre for Cell Manufacturing
(ICCM) and the Centre for Research in Medical Devices (CU-
RAM) in 2014 (P. Ryan et al., 2020, 2021). Overall, the two
local universities, NUI Galway, and the Galway-Mayo Insti-
tute of Technology (GMIT), were important sources of skilled
human capital and frequently collaborated with both foreign
and local companies, for example, through research, student
placements, or the provision of office space (Giblin & Ryan,
2012; P. Ryan & Giblin, 2012). These activities were not lim-
ited to the medical technology industry. As noted by several
interviewees, both NUIG and GMIT contributed to the devel-
opment and subsequent diversification of the EE by attracting
financial resources, establishing research centers, attracting
graduate students and high-level researchers, and providing
startups with the infrastructure they needed to develop.

Following the establishment of subsidiaries by CR Bard
/ Medtronic and Boston Scientific, Galway’s EE has devel-

oped rather organically and naturally. While the two multi-
nationals were initially attracted by incentives from IDA Ire-
land aimed at attracting and retaining FDI, the availability
of skilled human capital, research collaboration with local
universities, and a growing medical technology cluster have
contributed to the growth of the EE. Former employees of
multinationals have started their own businesses, first in re-
lated and later in unrelated industries, which has enabled
the gradual diversification of the region and the growing in-
dependence from multinationals. This has also been enabled
by several local support organizations that have formed, as
well as other relevant actors, such as investors, who began to
get involved in the growth phase of Galway’s EE. However, as
several interviewees emphasized, the growth of the local sup-
port system for startups and future entrepreneurs has been
driven more by initiatives of key private individuals than by
larger local government initiatives. Nevertheless, the impor-
tance of public funding that contributed to the growth of EE
should not be underestimated, particularly the funding pro-
vided by actors such as Enterprise Ireland, IDA Ireland, and
the Local Development Office, especially in the early stages
of venture development.

4.2.3. Sustainment: Acquisition as Favored Exit Strategy
Because an EE is made up of diverse actors engaged

in innovation, knowledge transfer, research, and other
entrepreneurial activities, multinational companies alone,
which in the case of Galway initially served as anchor orga-
nizations and surrogate universities, were not sufficient to
build an active ecosystem (Evers & Giblin, 2017, p. 120).
The EE in Galway, while initially focused on a subset of
the medical technology industry, has diversified over time,
preventing phenomena such as technological lock-in, clus-
ter hollowing-out, and overspecialization (Evers and Giblin,
2017, pp. 117-120; Clancy et al., 2013). Diversification
and capability development within Galway’s EE have also
contributed to growing independence from local MNE sub-
sidiaries (P. Ryan and Giblin, 2012; P. Ryan et al., 2020; see
also Figure 16) .

In particular, domestic global companies have developed
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Table 6: Data Structure of Galway’s Ecosystem Growth.

Figure 16: Activity of Indigenous Ventures in Galway’s Medical Cluster for Given Years. Source: P. Ryan and Giblin (2012, p. 1334).

products and services that target market niches and use novel
technologies (Evers & Giblin, 2017, p. 119) to avoid compe-
tition with local MNE subsidiaries. The creation of such com-
panies and the frequent mergers, acquisitions, and manage-
ment buyouts underscore the dynamic nature of the ecosys-
tem (P. Ryan & Giblin, 2012). Evers and Giblin (2017, pp.
122-123) also find that the founders of born global firms in
Galway are more likely to seek the acquisition of developed
and commercialized technology by an MNE than to grow in-
dependently. According to several interviewees, this is at
least partly due to the difficulty of raising capital in Galway,
given the lack of local growth capital providers. In cases
where ventures do want to grow independently, there is a ten-
dency for these companies to relocate to metropolitan areas
during their scale-up phase. The founders of local startups

that nevertheless decide to stay in the region tend to later
either become serial entrepreneurs, participate in mentoring
programs, or engage in investment activities (Evers and Gib-
lin, 2017, pp. 115-116; P. Ryan and Giblin, 2012). In the
literature, such processes are referred to as entrepreneurial
recycling (Mason & Harrison, 2006).

4.2.4. Summary
The Galway case shows that an EE can emerge organically

and as a byproduct of more disjointed structured policy ap-
proaches (Evers & Giblin, 2017). The evolution of Galway’s
EE demonstrates that new businesses in the start-up and
early growth stages require structurally embedded support
and leadership programs to ensure their long-term survival,
which in turn directly impacts local employment security
(Evers & Giblin, 2017). However, in addition to public and
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Table 7: Data Structure of Galway’s Ecosystem Sustainment.

private support from volunteers and nonprofits, and due to
the importance of spinoff activities in Galway, corporate-
level initiatives are also needed to foster innovation and
entrepreneurship in the region, such as management and
commercialization training (Evers & Giblin, 2017). Fur-
thermore, when considering the role of NUI Galway and
the Galway-Mayo Institute of Technology in Galway’s EE,
university-industry collaboration in research and develop-
ment and the availability of specialized human capital are
critical to entrepreneurial activities, which can be ensured
through sufficient higher education training and research
funding.

When a government invests in the local EE, it must also
ensure that technology developed by indigenous startups ul-
timately leads to the creation of a new business in the region
that creates local jobs and reduces dependence on multina-
tional enterprises (Evers & Giblin, 2017, pp. 122-123). In
Galway, researchers have observed that after developing a
new technology, founders are more likely to seek an acqui-
sition by an MNE than to develop their businesses indepen-
dently (Evers & Giblin, 2017, p. 122). However, such ac-
quisitions do not help an EE becoming less dependent on
MNEs. Therefore, a government should provide incentives
to local entrepreneurs to build independent indigenous ven-
tures rather than selling technology early. Policymakers also
need to take a holistic approach. Instead of focusing only on
jobs created by existing companies at a given time, job cre-
ation by serial entrepreneurs must also be considered (Evers
& Giblin, 2017, p. 122). Therefore, policies should take a
multiyear perspective and focus on human capital develop-
ment over a longer period.

Interviewees also pointed out the weaknesses of Galway’s
EE. First, the geographic distance to a major international air-
port and the underdeveloped transit infrastructure are a ma-
jor disadvantage for entrepreneurs focused on international
markets, as the long travel times both domestically and in-
ternationally require large time and financial resources. Sec-
ond, the lack of financial growth capital in the region leads to
increased M&A activity by MNEs and relocation in the scale-
up phase, which prevents the emergence of large domestic
companies. Third, entrepreneurial support in Galway driven

by individuals and organizations is constrained, at least in
part, by other stakeholder commitments, as local EE support
is dependent on volunteer labor. Fourth, while there are sev-
eral public policies and strategies aimed at promoting eco-
nomic development in the Irish regions, some interviewees
feel that there is too much focus on Dublin, limiting public
funding and thus the development potential of the Galway
region.

The Galway case shows a development of technological
and intangible capabilities, such as expertise in management
and networking at the international level (P. Ryan & Giblin,
2012). Awareness of their own strengths, sufficient foresight,
and adequate knowledge were critical for local decision mak-
ers, private volunteers, and nonprofit organizations to enable
the emergence and growth of Galway’s EE (P. Ryan & Giblin,
2012), illustrating the complexity, long-term nature, holistic
nature, and spatial contextuality of such processes. Figure 17
provides an overview of the evolution of Galway’s EE.

4.3. Comparative Analysis of Uppsala and Galway
While there are some similarities in the analyzes of the

EEs in Uppsala and Galway, there are also relevant differ-
ences that have policy implications for other second-tier Eu-
ropean regions seeking to establish and grow an EE.

In terms of commonalities, both EEs initially revolved
around a specific industry cluster and later diversified into re-
lated and unrelated industries, mitigating cluster risks. The
two clusters, medical technology, and life sciences / biotech-
nology, both primarily serve international markets, so export-
enhancing spatial characteristics have been important in both
regions, and emerging new firms in these industries often
identify as "born globals." In addition, both regions demon-
strated the importance of anchor organizations in general,
even if the nature of these organizations differed. In both re-
gions, however, multinationals and large corporations played
an important role in the development of the local EE, at-
tracted skilled workers, and facilitated the creation of spin-
off companies by former employees. Both regions also ben-
efited from a quality of life perceived to be better compared
to their respective capitals, which provided an incentive for
skilled workers to stay and build a livelihood, e.g., by starting
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Figure 17: Development of Galway’s Entrepreneurial Ecosystem. Source: own illustration, format adapted from Mack and Mayer (2016).

their own businesses, despite job losses in the subsidiaries of
multinational enterprises. Moreover, the presence of large
companies accelerated the development of the respective in-
dustrial cluster and contributed to employment prospects in
the regions. In addition, university-industry partnerships, es-
pecially in R&D activities, proved to be crucial for the ecosys-
tems. Regarding the sustainment of the EEs, both regions
have struggled to attract growth capital, resulting in indige-
nous companies either being acquired early by larger compa-
nies or relocated after reaching the scale-up stage. In Upp-
sala, however, small companies can go public early through
a dedicated stock exchange, which provides an alternative to
raising venture capital.

A notable difference in the formation phase of the ecosys-
tems is that companies were attracted to Uppsala by signif-
icant scientific findings from Uppsala University, while Gal-
way attracted companies by monetary incentives provided
by a government agency, IDA Ireland. This is also the reason

why Uppsala companies moved R&D activities to the region
from the beginning, while Galway companies first moved
mainly production and only later R&D activities. There are
also differences in the companies that were relevant to the
emergence of each EE. Pharmacia was a domestic company,
while both CR Bard and Boston Scientific were large U.S. cor-
porations and thus foreign companies.

The later development of the two EEs revealed further
differences. The EE in Galway grew more organically, with
multinationals acting as anchors and incubators for new busi-
nesses. In Uppsala, growth was due to a combination of
government initiatives and processes within large companies
that also led to the creation of spin-off companies. The im-
portance of local universities in the different stages of devel-
opment also varied across the regions. In Uppsala, Uppsala
University was a key player in the early stages of the ecosys-
tem (action), while NUI Galway gradually gained importance
by specializing in areas relevant to the local industry cluster
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(reaction).
Even if both regions are considered second tier, there are

relevant differences in spatial characteristics that influence
both EEs. Uppsala’s proximity to Stockholm and Arlanda Air-
port has a predominantly positive impact on the ecosystem by
facilitating internationalization and increasing the available
labor pool, although there is some competition for skilled la-
bor between Uppsala and Stockholm. Galway’s geographic
location, on the other hand, limits competition for human
capital with Dublin, the Irish capital. However, due to its dis-
tance from a major airport and the lack of a high-speed train
connection, both domestic and international travel is longer
compared to Uppsala, which negatively impacts Galway’s at-
tractiveness to startups whose employees need to travel fre-
quently. An overview of the similarities and differences in the
development processes that characterize the EEs in Uppsala
and Galway can be found in Figure 18.

After analyzing and comparing the EEs in Uppsala and
Galway, and by combining the findings with the literature re-
view in section 2, the section 5 addresses the resulting policy
implications for second-tier European regions seeking to es-
tablish and grow a local EE.

5. Policy Implications

In an empirical analysis of the quality of EEs in the U.S.,
Vedula and Kim (2019) showed that the quality of an EE
affects the chances of firm survival. Nascent entrepreneurs
benefit significantly from high-quality EEs, while serial en-
trepreneurs are less dependent on the quality of an EE.
Vedula and Kim’s analysis implies that nascent entrepreneurs
in particular need to be strategic in their location decisions
to maximize the chances of firm survival. Even for en-
trepreneurs already located in a lower-quality EE, moving
to a higher-quality EE brings additional challenges, such as
acquiring knowledge about the new market, building a good
reputation, creating new networks, and mobilizing resources
(Vedula & Kim, 2019). Therefore, location decisions in the
early stages of venture development are particularly impor-
tant for nascent entrepreneurs. This underscores the need to
create and maintain a high-quality EE in regions that want
to leverage entrepreneurship for regional economic growth.

As highlighted in earlier sections, policymakers must
keep in mind that not all entrepreneurial activity contributes
positively to a region’s economic development (Acs et al.,
2016; Baumol, 1990; Mason & Brown, 2014; Nightingale
& Coad, 2014). While entrepreneurship in tradable sec-
tors increases the likelihood of positive local spillover effects
that benefit people not directly involved in entrepreneurial
activities, entrepreneurship in non-tradable sectors shows
a weaker impact on local economic growth and its effects,
such as poverty reduction (N. Lee & Rodríguez-Pose, 2021).
However, as Aparicio et al. (2020) have noted, innovation-
and opportunity-driven entrepreneurship has the potential to
contribute to social inclusion and inclusive growth, including
in vulnerable communities.

Policies should be embedded in a larger framework aimed
at encouraging local entrepreneurial activity. An EE, as ex-
plained in section 2.1, consists of several actors that influ-
ence its quality. Government actions therefore represent a
part of the larger ecosystem, which underscores the need to
synchronize government actions with incentives and support
from other actors (Spigel, 2017). As Acs et al. (2016) point
out, certain policies that can be highly effective in promoting
local entrepreneurial activity may not be immediately recog-
nizable as such, such as education policies or social security
(Acs et al., 2016). Therefore, policymakers should take a
holistic and systems-based approach to policy development
and implementation. Policymakers should also ensure that
policies are dynamic, as the ecosystem is constantly evolv-
ing and the sources of incentives for entrepreneurial activity
change over time.

Combining the literature review on EEs in section 2 and
the analysis of EEs in Uppsala and Galway in section 4 iden-
tified policy approaches that second-tier regions have used
to establish and promote local EEs. Although spatial differ-
ences and a region’s individual context must be considered,
the following policy approaches can help second-tier regions
develop a local policy framework and establish support sys-
tems that help create, grow, and sustain a thriving EE. The
implications are divided according to the stages of develop-
ment of an EE, which were presented in section 2.1 (Mack
& Mayer, 2016). The decline phase was excluded because
the policy implications for a declining EE are similar to those
of the previous phases and are aimed at either rebirth or re-
newed growth. Figure 19 provides a brief overview of the
key findings relevant for regional decision makers, while the
following subsections provide a more detailed elaboration of
the policy approaches and their respective implications.

5.1. Birth Phase
As the analysis of Uppsala and Galway, as well as the re-

gions described in Appendix 4, has shown, second-tier re-
gions tend to focus on a particular subset of an industry dur-
ing the birth phase to build a solid knowledge base and spe-
cialize their activities. Given limited resources such as finan-
cial and human capital, it is likely necessary to build an EE
around an existing industry cluster to benefit from compar-
ative advantages (Giblin & Ryan, 2012). In addition, policy-
makers need to understand local strengths and weaknesses
to recognize the region’s capabilities and identify areas for
smart specialization (P. Ryan & Giblin, 2012; Szerb et al.,
2020). Furthermore, as Szerb et al. (2020) mention, poli-
cymakers should avoid focusing only on a region’s strengths.
Instead, mitigating weaknesses may be a necessary condition
for realizing the full potential of regional strengths. The REDI
presented in sections 2.4.3 and 2.5 can help regions in the EU
identify such constraining pillars and design policies that al-
leviate existing bottlenecks (Szerb et al., 2020).

Next, policymakers should take a long-term perspective
when attempting to establish an EE (P. Ryan & Giblin, 2012).
Such ecosystems, as this article has repeatedly emphasized,
go through various stages of development, and it likely takes
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Figure 18: Comparison of Entrepreneurial Ecosystems in Uppsala and Galway. Source: own illustration.

several years for the effects of a local EE to become apparent
when analyzing regional economic and financial indicators.
Policy approaches should therefore be based on a long-term
commitment to ensure the viability and resilience of the local
EE, while also emphasizing the need for positive attitudes to-
ward entrepreneurship among government officials and the
public.

In the case of Galway, a low corporate tax rate, grant in-
centives, and research incentives motivated multinationals to
establish subsidiaries in the region. The attraction of anchor
organizations as a policy approach also worked in the cases
of Portland, Boise, and Kansas City, although these case stud-
ies are not subject to the European context (see Appendix
4), again underscoring the need for contextual sensitivity. In
any case, R&D activities in local affiliates of MNEs are partic-
ularly important to benefit from value-added spin-off activi-
ties. Moreover, trade policy enabled multinationals as well as
emerging born global startups in Galway to do business out-
side of Ireland and provided international networking that is
particularly important for small economies (P. Ryan & Gib-

lin, 2012). Furthermore, the importance of networking in
the birth phase, especially between existing and nascent en-
trepreneurs (Mack & Mayer, 2016), should not be underesti-
mated.

The attraction of a large organization has also spurred
entrepreneurial activity in Uppsala. The anchor in Uppsala’s
case, however, was its world-renowned university, which en-
gaged in university-industry collaboration in research and
development. Following the dissolution of Pharmacia, a
number of highly qualified former employees who wished to
remain in the region established their own entrepreneurial
ventures. These processes were supported by a solid en-
trepreneurial support network, driven by both private and
public actors. In addition, Uppsala encouraged spin-off activ-
ities and the commercialization of research results through
the establishment of technology transfer offices at local uni-
versities to assist researchers in commercializing research.
Although most researchers remain employed part-time at
the university, support for research commercialization has
produced hybrid entrepreneurs who work simultaneously in
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Figure 19: Overview of Policy Implications by Ecosystem Development Stage. Source: own illustration.

academia and business. The Swedish concept of professor’s
privilege has enabled these processes by preventing IP pro-
tection issues. A list of policy approaches to EE creation in
second-tier European regions is shown in Figure 20.

While the policy approaches listed in Figure 20 contribute
to the birth of an EE, the continuation of most of these
policies is necessary during subsequent phases of develop-
ment. In particular, sufficient third-level funding, university-
industry collaboration in R&D, and commercialization of
research results were also important for the growth and
sustainment of the EEs in Uppsala and Galway.

5.2. Growth Phase
By investing in higher education, policymakers in Galway

ensured that the medical technology cluster had access to
skilled human capital. Similar processes around local uni-
versities, as discussed in Appendix 4, were also observed in
Calgary (Spigel, 2017) and Chattanooga (Motoyama et al.,
2016). In addition, in both Galway and Chattanooga (Mo-
toyama et al., 2016), the gradual development of the local
university to serve and collaborate with the emerging cluster
of foreign and local companies was observed. Thus, not only
companies but also universities specialized in activities that
were aligned with the local cluster.

As the Galway and Uppsala cases have shown, policies
that create incentives for current employees of local MNE
subsidiaries, as well as for employees of local higher edu-
cation institutions, to engage in spin-off activities can con-
tribute to the growth of the EE (P. Ryan & Giblin, 2012). Such

policies may relate, for example, to developing current pro-
duction capacity, facilitating the creation of new ventures,
training the necessary skills, regional, national, and interna-
tional networking (P. Ryan & Giblin, 2012), and facilitating
the commercialization of research results.

As Giblin and Ryan (2012) note, policy can also focus
on attracting more FDI by promoting both the capacity and
capabilities of emerging domestic firms, thereby creating in-
centives for foreign investors to further exploit these local
capabilities. This also underscores the importance of geo-
graphically concentrated technological capabilities (P. Ryan
& Giblin, 2012). Policies aimed at further developing these
capabilities can therefore maximize the resulting external
economies (P. Ryan & Giblin, 2012). Moreover, to ensure the
resilience of the developing EE, policymakers should not fo-
cus exclusively on the emerging industry cluster, but should
develop industrial, regional, science, and technology policy
mechanisms that allow for technology and industry diversi-
fication (P. Ryan & Giblin, 2012). Gradual diversification of
the EE mitigates cluster risks, so policy approaches aimed at
diversification are also important in the sustainment phase.

Both Galway and Uppsala have benefited from their repu-
tation in a particular industry. However, neither EE is partic-
ularly well known outside these industries. Therefore, using
marketing techniques to increase awareness of the existing
supportive ecosystem for entrepreneurs can help regions at-
tract prospective and early-stage entrepreneurs, as well as
other relevant stakeholders such as investors, to locate in
their respective second-tier regions. In doing so, the advan-
tages of the local EE should be highlighted. Second-tier re-
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Figure 20: Policy Approaches for Second-Tier Entrepreneurial Ecosystem Birth. Source: own illustration.

gions, such as those found in Uppsala and Galway, tend to
benefit from dense networks, collaboration rather than com-
petition, a sense of community, and a pay-it-forward culture.
This also underscores the need for community development
in second-tier EEs, as this can be a competitive advantage
over EEs in superstar regions. A list of policy approaches for
growing an EE in second-tier European regions is shown in
Figure 21.

Overall, to grow a second-tier EE, having a support sys-
tem in place that aids current and nascent entrepreneurs is
necessary. Awareness thereof and collaboration within the
ecosystem are also crucial to ensure the development of a sus-
tainable competitive advantage. Related to this, and since a
competitive advantage must be evaluated relative to compet-
ing EEs (Porter, 1985, pp. 1-30), competing regions should
be analyzed thoroughly and continuously.

5.3. Sustainment Phase
As highlighted in Galway’s EE analysis, sustaining an EE

requires avoiding phenomena such as technological lock-in
(see also, e.g., Maggioni, 2004). Thus, policies should focus
on diversifying the ecosystem to mitigate cluster risks. Mack
and Mayer (2016) suggest networking the local EE with other
EEs at the national and international levels to avoid entering
the decline phase. Seeking international networks and shar-
ing ideas and experiences with other second-tier EEs was also
highlighted by a government representative as a goal of Gal-
way’s economic policy.

In both Uppsala and Galway, a lack of local growth cap-
ital has been observed as a particular risk that can lead to
stagnation and/or entry into the decline phase. This is also a

challenge highlighted in a paper by Xu and Dobson (2019) on
second-tier EEs. Due to their limited size, second-tier regions
are not necessarily on the radar of growth capital providers
such as VCs, at least outside the original industry cluster. As a
result, promising startups tend to either seek acquisition by a
multinational or relocate to superstar regions where growth
capital is available. This can be seen in both Uppsala and
Galway. One strategy that can help second-tier regions re-
tain homegrown companies is to establish an exchange that
allows small companies to go public relatively early. Exam-
ples of such venture exchanges include First North, which has
launched in Denmark, Sweden, Iceland, and Finland, and the
TSX Venture Exchange in Canada (Carpentier et al., 2010).
The introduction of tax incentives or other monetary benefits
for growth capital investors may also increase the attractive-
ness of investing in regional companies scaling up.

By retaining ventures with scaling potential, a second-tier
region should aim to create an outstanding indigenous com-
pany that can serve as an inspiring example of local success.
Such examples, as highlighted by interviewees from Galway
and Uppsala, can inspire others to pursue entrepreneurial
endeavors, creating a positive cycle of local entrepreneurial
achievement. In addition, successful entrepreneurs some-
times become serial entrepreneurs or use their accumulated
wealth to invest in other local startups, a process known as
entrepreneurial recycling (Mason & Harrison, 2006).

As emphasized throughout this article, policymakers
must continually adapt the policy framework and support
mechanisms to ensure the sustainability and resilience of the
EE. This will ensure that the needs of key stakeholders within
the local EE are addressed to prevent the EE from entering
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Figure 21: Policy Approaches for Second-Tier Entrepreneurial Ecosystem Growth. Source: own illustration.

Figure 22: Policy Approaches for Second-Tier Entrepreneurial Ecosystem Sustainment. Source: own illustration.
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the decline phase. A list of policy approaches for sustain-
ing an EE in second-tier European regions is presented in
Figure 22.

The above policy approaches, their underlying mecha-
nisms, and their respective effects were observed in existing
second-tier EEs. However, as highlighted throughout the ar-
ticle, each EE is subject to a unique spatial context that must
be considered when attempting to build, grow, and sustain
a thriving ecosystem to support entrepreneurial activity. The
next section summarizes the findings of this article and dis-
cusses the limitations of the results.

6. Conclusion and Limitations

Through a thorough literature review and the creation of
a comparative case study of two regions, this article sought to
derive dynamic policy implications for second-tier European
regions seeking to effectively foster a local entrepreneurial
ecosystem. While the importance of spatial differences was
emphasized throughout, there are certain patterns that re-
cur not only in the two second-tier European regions ana-
lyzed in this article, but also in the second-tier North Amer-
ican regions previously analyzed in the academic literature.
First, it became clear that the establishment of thriving EEs
in second-tier regions is possible despite polarization trends
in innovation, but the emergence of an EE need not be in-
tentional. Both Uppsala and Galway benefited from certain
processes that later enabled the emergence of their respec-
tive EE. Thus, their creation was more accidental and a by-
product of university-industry collaboration in Uppsala and
attracting foreign direct investment in Galway. Both pro-
cesses required government activity, but this varied between
the regions. In Uppsala, the government was involved pri-
marily through funding for higher education, while in Gal-
way, the government created, among other things, a policy
framework that provided incentives for multinational enter-
prises to locate in the region.

Second, the importance of R&D activities of local MNE
subsidiaries and higher education institutions cannot be over-
stated. It was the transition from manufacturing to R&D by
the subsidiaries of the multinationals in Galway, driven by
the specialization of research at one of the local universities,
that enabled the emergence of the EE. In Uppsala, on the
other hand, it was the research strength of one of the local
universities that attracted large companies to the region in
the first place. R&D was thus a prerequisite for the birth of
the EEs in Uppsala and Galway.

Third, another result revolves around the impact of in-
novation polarization on later stages of EE development.
Both Uppsala and Galway suffer from a lack of access to
growth capital. In both regions, this leads to increased ac-
quisitions by multinationals and the relocation of scale-up
ventures to national or international superstar regions. This
finding seems particularly important as it underscores that
location decisions by entrepreneurs have a direct impact on
the growth potential of ventures. In addition, limited access
to growth capital likely increases costs for scale-up ventures

not operating in the region’s focus industry if they attempt
to find investors locally. This is due to a lack of qualified
and experienced investors for the company’s specific target
industry. Such an increase in the cost of money results in
either lower investment amounts or the loss of a larger por-
tion of the venture itself, neither of which is beneficial to the
entrepreneur. Therefore, the availability of growth capital
should be an important criterion for entrepreneurs’ location
decisions, which means that the availability of growth capital
should be a priority for regional decision makers, especially
during the growth and sustainment of an EE.

The results of this article have certain limitations. By
comparing two EEs, a "small n" method (Roundy, 2019) was
chosen, which limits the degree of generalizability of the re-
sults. Given the different circumstances in the two regions,
the results are subject to spatial context. However, as Eisen-
hardt and Graebner (2007) argue, this method nonetheless
allows for an assessment of the presence and consistency of
findings across cases, which provides some degree of gener-
alizability. Moreover, both EEs revolve around subsectors of
the life sciences. Focusing on this specific industry may limit
the transferability of certain findings to other industry foci.
However, by combining the insights gained from the com-
parative case study with a literature review on EEs in general
and EEs in second-tier regions in particular, a more holistic
picture was drawn from which policy implications for other
second-tier European regions can be derived. Nonetheless,
the findings may be sector-specific to some extent.

By exploring dynamic policy implications for second-tier
European regions seeking to establish, grow, and sustain an
EE, this article sought to contribute to research on the impor-
tance of the spatial context of EEs, as well as on the life cycle
of EEs. The findings can help local policymakers develop pol-
icy frameworks and support mechanisms that enable an EE to
emerge, grow, and sustain in a second-tier region. Given the
link between entrepreneurship and economic development,
the results of this article can contribute to the economic and
social well-being of regions as well as their urban develop-
ment plans.
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Cost Allocation in Vehicle Routing Problems with Time Windows

Federico Arroyo
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Abstract

The estimation of costs allocated to each customer when serving them in a collaborative logistic operation is a complex problem
whose solution is computationally very expensive. In this work the case of central horizontal collaboration for vehicle routing
problems with time windows and a central depot is studied. An approximation to the Shapley value method via structured
random sampling is used to calculate the cost associated with customers in Solomon instances. Such costs are regressed to
a linear model with a set of defined features. The results show that cost can be predicted with considerable accuracy with
few features. Moreover, the extent to which vehicles’ capacity, customers’ demand and distance, the degree of customer
clustering and time window horizons affect cost and potential savings from carriers in collaboration is assessed. Additionally,
individual regression models of different set of instances show how various pricing strategies for customers can be fitted to
their classification when grouping them.

Keywords: collaborative vehicle routing; cost allocation; Shapley value method; structured random sampling; time windows

1. Introduction

1.1. Context and motivation
With the world’s population continuing to grow and an

ever-expanding international commerce, logistics networks
become increasingly complex. The supply chain, as a means
of delivering products from manufacturers to customers,
comprises the interactions between enterprises involving a
multi-organizational network adding value to the flow of
information, logistics and capital (Leng et al., 2018; Tang
et al., 2022). It is within this operation that any potential for
improvement brings substantial value.

I would like to express my gratitude to Prof. Dr. Stefan Minner for afford-
ing me the invaluable opportunity to compose my master thesis under his
supervision and mentorship. His continuous provision of insightful sug-
gestions, innovative ideas to enhance my thesis, and unwavering support
during the writing process have been truly instrumental. Furthermore,
my appreciation extends to the esteemed Chair of Logistics and Supply
Chain Management of the Technical University of Munich where I was
given full assistance and support along my studies and in preparation
for my thesis. Lastly, I extend my thanks to family and friends, whose
steadfast encouragement and caring have been a driving force behind
my endeavors, fostering both my personal and professional growth.

Further, the mass adoption of the internet, in conjunc-
tion with the development of new technologies, has made
online shopping a very comfortable means for consumers to
acquire their products, favoring it in many cases over brick-
and-mortar shops. This change of behavior towards order-
ing products online has meant rapid growth for e-commerce
which has been further exacerbated by the COVID-19 pan-
demic, feeding the need for more retailers online and the
growth in deliveries (Alfonso et al., 2021; Jílková & Králová,
2021). The final leg of the logistics problem, known as the
last mile, is where retailers and logistic carriers mostly find
their costs increasing due to the inefficiencies of the industry
(Iannaccone et al., 2021). This operation of delivering a par-
cel from the last hub to the customer accounts for 28 % of the
total logistic cost (Ranieri et al., 2018). Moreover, the effect
of increased urban parcel demands in the context of urban-
ization can be very harmful to cities. With 70 % of the world’s
population expected to live in cities by 2050, the impact on
the environment, safety and health from pollution and con-
gestion becomes even more important (Bretzke, 2013). Con-
sequently, public institutions and governments are beginning
to regulate carriers’ operation more intensely, pushing for in-
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creased sustainability and efficiency in their operations (Hu
et al., 2019). With regards to the timing of deliveries, first-
time delivery failures have been reported up to 60 %, result-
ing in a significant cost for carriers (Song et al., 2009). Ad-
ditionally, same-day deliveries and the expectations coming
from customers of receiving their parcels fitting their sched-
ules compel agents to work with tight time horizons.

Within this context, companies are either forced or need
to collaborate with each other to remain competitive and
streamline their costs. Horizontal collaboration appears as
an effective solution for carriers to increase their operational
efficiency (Gansterer & Hartl, 2018b). For this reason, it is in-
creasingly important for public agents in the last years (Crui-
jssen & Cruijssen, 2020). In a sharing economy, where com-
panies are using common resources and capacities in urban
areas to provide new services, new business models emerge
and traditional ones need to innovate in order to continue
doing business (Dahle et al., 2019).

1.2. Problem statement
In recent years, the area of collaborative vehicle routing

has gained great popularity in transportation and logistics
research (Gansterer & Hartl, 2020). Shared transportation
resources define the base concept where different partners
join in a common operation. In the realm of collaborative
vehicle routing, we focus on those problems with capacity
and time constraints, later explained in Section 3.1. To cope
with the growth of deliveries and the ever-tightening con-
straints of time and capacity, collaborative environments al-
low for a great level of optimization within logistic operations
(Karaenke et al., 2019; Vanovermeire et al., 2014). In this re-
gard, there is a strong incentive for carriers to participate in
a joint coalition given the cost reductions they can achieve
(Muñoz-Villamizar et al., 2015).

Moreover, through the optimized use of resources, com-
panies can benefit from providing better service, due to their
increased flexibility and better times of delivery (Cruijssen,
Dullaert, & Fleuren, 2007). Additionally, there is a need for
them to decrease their environmental impact. In the USA, for
example, it has been found that logistics vehicles can travel
totally empty in up to 15% to 20% of the distance they cover
(Ferrell et al., 2020). Companies, therefore have the motiva-
tion to increase their sustainability and their reputation.

Within the paradigm of companies cooperating and shar-
ing resources, we focus on horizontal collaboration where
carriers belong to the same level of the supply chain. Verti-
cal collaboration, on the other hand, involves other levels in
it. A common understanding, represented through a central
system or platform, is needed for agents to interact and plan
together horizontally, with some cities already introducing
such systems (Schmelzer et al., 2016). The way collabora-
tion structures are defined is crucial to allow for horizontal
collaborations to prosper due to competitors being reticent to
share their information and resources for lack of trust (Brat-
ton et al., 2000). Transparency and confidentiality are key
for competitors not to fear their strategic advantage is threat-
ened. Consequently, having a fair distribution of costs arisen

and profits obtained is of greater importance for the stake-
holders involved (Cruijssen, Cools, & Dullaert, 2007). In this
regard, our work is centered in cost allocation in collabora-
tive vehicle routing problems, where the total cost of a global
operation needs to be divided between the individual carri-
ers. The objective is to assign costs to each of the customers
that each partner brings into the coalition in a simple but fair
way. The cost allocation method must assure that no partner
perceives their allocated cost as being too large, for they risk
the stability of the cooperation. We explore this in Section
3.2. The numerical complexity of the problem calls for the
search for simpler mechanisms which is at the center of our
work.

1.3. Research question and thesis outline
Given the scope presented, we aim at answering the fol-

lowing question:

Can cost allocation mechanisms in vehicle rout-
ing problems with time windows be approximated
through simple methods?

With this, we determine the accuracy of a simple cost-
allocating linear model where certain features are used to
address the variables of the problem. Additionally, by using
different instances with different degrees of clustering and
time window horizons, we analyze the impact these dimen-
sions have on the cost-allocating process and derive conclu-
sions for different pricing strategies. Concerning the allo-
cation mechanism itself, we determine the degree to which
the allocating results are advantageous for all carriers and
whether or not all customers yield savings when shared with
others.

This work begins by reviewing the available literature on
the subject and summarizing basic definitions in Section 2.
The methodology to tackle the problem in question is de-
fined in Section 3 where the modelling and solving of ve-
hicle routing problems, cost-allocating mechanisms and re-
gression methods are presented. Later, in Section 4, the an-
alyzed instances and cost function features are introduced.
Subsequently, the results obtained are analyzed in Section
5. This comprises an overview of the costs allocated to each
customer for the different instances, followed by the model
fit and feature selection and the study of collaborative gains.
To finalize, conclusions and recommendations for future re-
search directions are pointed out in Section 6.

2. Literature review

In the context of our investigation, we begin our work by
thoroughly reviewing the current state of academic research
concerning cost allocation in collaborative multi-carrier ve-
hicle routing problems with time windows. To better digest
the subject, we focus on the two main bodies of research that
our study focuses on. On the one hand, we start by evaluat-
ing the vehicle routing problem and its variations; focusing
on horizontal collaboration. Further, we describe the related
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work in the area of cost allocation methods for collaborating
logistics. We aim to present the known sources on which we
base our work, finding potential unexplored areas in research
that we intend to develop.

2.1. The vehicle routing problem
The Vehicle Routing Problem (VRP), introduced by

Dantzig and Ramser (1959) and Clarke and Wright (1964),
still remains one of the most widely studied problems in op-
erations research (Kritikos & Ioannou, 2010). It consists of a
family of problems in which a set of customers with known
demands and geographical location have to be served by a
fleet of vehicles based at one (or many) depot(s) through a
network of paths between them. The task is to determine
the optimal set of routes for the vehicles which achieve the
objective and satisfy the constraints imposed on the problem
(Irnich et al., 2014).

Multiple variations and extensions to the VRP have been
introduced which are mainly classified based on their objec-
tives and constraints (Laporte, 2009). Most commonly, a ca-
pacity restriction is imposed on the vehicles, with each lo-
cation having a specified demand quantity. This problem,
known as the Capacitated VRP (CVRP), imposes that each
customer needs to be served only once and the capacity of
vehicles is not surpassed by the total amount of customer de-
mands served by the vehicle in its route (Goel & Gruhn, 2008;
Prins, 2004). Additionally, the CVRP with Time Windows
(CVRPTW) introduces the time dimension and the constraint
of customers being served in a time interval, also known
as Time Window (Kallehauge et al., 2005). The addition
of several depots with multiple pickup and delivery points
(Berbeglia et al., 2007) as the discrimination between full
truckload and less than truckload (Gansterer & Hartl, 2018b)
are also well-known alternatives that we will not explore in
our work.

When several carriers are present, each of them having to
solve a VRPs by their own, potential benefits have been found
when collaborating in a joint logistic operation, originally re-
viewed in (Cruijssen, Dullaert, & Fleuren, 2007; Krajewska
& Kopfer, 2006).

In their survey, Gansterer and Hartl (2018b) show that
problems in vehicle routing in a collaborative scenario can
be addressed from a central or decentral planning perspec-
tive. Central plans require the intervention of one decision-
maker who is fully informed. The information provided for
each carrier can consist of cost structures, capacities and in-
formation on existing customers (Gansterer & Hartl, 2018b).
An example of this in digitalized times would be an online
platform/database where carriers’ requests are shared and
solved in a logistics problem. In this situation, the problem
is reduced to a holistic standard optimization problem where
all resources are bundled and the collaborative aspect is over-
taken by the full disclosure of information.

In decentralized collaborations, carriers are able to share
their capacities to a certain extent by revealing a limited
amount of information. In said setting partners may deal in-
dividually with each other or channel their requests through

a central authority. Studies on this area are presented by
(Berger & Bierwirth, 2010; Dai & Chen, 2011; Gansterer &
Hartl, 2018a; Gansterer et al., 2019; Krajewska & Kopfer,
2006; Özener et al., 2011), covering non-auction and
auction-based mechanisms for the selection and exchange
of requests. As reviewed by Gansterer and Hartl (2018b),
when it comes to real-world cases the potential collaboration
gains have been calculated up to 20%-30% (Chinh et al.,
2016; Cruijssen, Bräysy, et al., 2007; Ergun et al., 2007;
Muñoz-Villamizar et al., 2015). In the case of each customer
requiring service by two or more carriers Fernández et al.
(2018) obtained cost savings of 6% − 25%. Next to the
economical aspect, the nature of collaboration between car-
riers signifies a reduced negative impact on the environment.
These aspects are found in the research by Ballot and Fontane
(2010), Muñoz-Villamizar et al. (2015), Pérez-Bernabeu et
al. (2015), and Schulte et al. (2017) which study the re-
duction of routes and vehicles leading to a decrease in CO2
emissions and congestion in cities.

From the numerical solving perspective, collaborative
VRPs encompass a great complexity which requires the use
of heuristic and metaheuristic approaches. With regard to
the VRP, the solving mechanisms are found in Cordeau et al.
(1997, 2007), Laporte (1992), and Tarantilis (2005). Col-
laborative VRPs solving algorithms are discussed by Defryn,
Sörensen, and Cornelissens (2016), Pérez-Bernabeu et al.
(2015), and Sanchez et al. (2016).

2.2. Cost allocation methods
In the scenario of collaboration, the profits gained by the

coalition and the costs assumed have to be shared among
the participants. A transparent and fair mechanism to split
these values is necessary in order to assure the collaborative
relationships between the partners and their long-term par-
ticipation (Defryn, Sörensen, & Cornelissens, 2016).

In the context of the VRP and its variations, the cost al-
location problem consists of splitting the cost of the route/s
between the customers served. This was first addressed by
Göthe-Lundgren et al. (1996). Some other practical appli-
cations were developed by Engevall et al. (2004), Krajew-
ska and Kopfer (2006), and Krajewska et al. (2008). For
CVRPTW, cost allocation was first studied by Cruijssen et al.
(2010) and later analyzed by Dahl and Derigs (2011) in a
dynamic setting.

In their survey, Guajardo and Rönnqvist (2016) show that
in most cases in literature cooperative game theory is applied
for the sharing of costs or profits. The authors categorize
more than 40 methods either as traditional or ad-hoc. The
first one refers to methods arising from previous work on co-
operative game theory whereas ad-hoc are methods which re-
sult out of the particular conditions of the problem. Nonethe-
less, they conclude that a big majority of the methods found
in literature fall into the following:

• the Shapley value (Shapley, 1953), generally the most
applied method which we explain later;
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• proportional methods, where the cost is divided pro-
portionally to a variable to each carrier (e.g. carrier j
is allocated cost α j ). The share of cost assigned to each
player can follow different criteria (e.g. shared equally
among players, according to their demand quantities
or standalone costs);

• the nucleolus method (Schmeidler, 1969), which looks
for an individually rational distribution in which the
maximum dissatisfaction is minimized.

Table 1 extracted from the literature survey by Guajardo
and Rönnqvist (2016) summarizes the methods that are of
most relevance for our work. From the traditional methods,
the Shapley value is the one we focus on given its broad use.
The methods consolidated under the category "ad-hoc" re-
spond to those following definitions which concern the par-
ticular context where the research has been motivated, in-
cluding modifications of traditional methods.

In their work Shi et al. (2020) analyse the problem of
sharing profits in collaborative vehicle routing problems
with multiple depots. A similar approach is what we apply
for splitting costs in problems with rather one depot and
the added constraint of time-windows. Akkerman and Mes
(2022) analyze how customer selection in vehicle routing
problems could be approximated by the distance. We ex-
pand this area of study by addressing which other features,
and to which extent, could be used to approximate cost being
allocated to customers. To our best knowledge, there is no
academic work where the cost allocation for collaborative
environments of CVRPTW is addressed through approxima-
tion methods using linear regression. This is what we wish
to explore with our work.

3. Methodology

As the focus of this work is to analyze the applicability
of direct rules and approximate a formula for the cost allo-
cation of clients in a collaborative vehicle routing problem,
we will develop our work by evaluating different CVRPTW
Solomon data instances (Solomon, 1987) and assessing how
the measures designed fit the outcome obtained. Firstly, we
model the logistics problem as a vehicle routing problem with
the added constraints of vehicle capacity and time windows
and build our optimization model. In order to streamline the
computation of our results, a metaheuristic solver is intro-
duced. Further, we assess different methods for the alloca-
tion of costs in collaborative games. In particular, the full
calculation of the Shapley value is initially adopted and later
replaced with a structured random sample-based method. Fi-
nally, our model is applied to existing problem instances so
as to derive the results which are later analyzed.

3.1. Modelling and solving of vehicle routing problems
3.1.1. Capacitated Vehicle Routing Problem (CVRP)

For the modelling of our problem, we start with a simpler
case in the CVRP. In this regard, the two-index flow formu-
lation by Toth and Vigo (2014) is used. The CVRP aims at

finding the set of routes that allow all customers’ demands in
a network to be serviced by a fleet of vehicles starting from a
depot with the minimum cost. Further, customers’ demands
and geographical locations are deterministic with the latter
deriving in the network of possible arcs available between
nodes. Vehicles have a limit to the capacity that they can
carry. In this regard, the notation is defined in the following.

Let V = 0, . . . , n be the vertex set, where vertices
i = 1, . . . , n correspond to the customers and vertex 0 corre-
sponds to the depot. A is then the arc set which completes
the graph G = (V, A), with each arc having a cost ci j asso-
ciated with it: (i, j) ∈ A. Furthermore, each customer has
a demand di to be fulfilled by a set of K available vehicles
(K being not smaller than the minimum amount of vehicles
needed to serve all customers), which are indistinguishable
with the same capacity C measured in the same units as
the demand. For a given circuit, the cumulative demand of
all the customers served by it must not exceed the vehicle
capacity. Finally, given a subset S ⊆ V\{0}, we denote by
r(S) the minimum number of vehicles needed to serve all
customers in S.

In all the instances we use throughout our work, vertices
are defined by points with specific coordinates. Further, the
cost ci j linked to each arc (i, j) ∈ A, is calculated as the Eu-
clidean distance between the two points corresponding to the
vertices i and j. This results in a cost matrix which is sym-
metric and satisfies the triangle inequality:

cik + ck j ≥ ci j ∀i, j, k ∈ V

which signifies that any deviation from the direct link be-
tween two vertices results in a bigger distance, therefore big-
ger cost. In the remaining of this work, distance will be used
as a measure of cost and vice-versa.

The model uses binary variables x i j which take the value
of 1 if the arc (i, j) is traversed in the solution and 0 other-
wise. With the notation described, the problem formulation
is as follows:

min
∑

i∈V

∑

j∈V

ci j x i j (1a)

s.t.:
∑

i∈V

x i j = 1 ∀ j ∈ V\{0}, (1b)

∑

j∈V

x i j = 1 ∀i ∈ V\{0}, (1c)

∑

i∈V

x i0 = K , (1d)

∑

j∈V

x0 j = K , (1e)

∑

i /∈S

∑

j∈S

x i j ≥ r(S) ∀S ⊆ V\{0}, S ̸= ;, (1f)

x i j ∈ {0,1} ∀i, j ∈ V. (1g)

The objective function in equation 1a aims at minimizing
the sum of costs deriving from traversing the routes. Con-
straints 1b and 1c ensure that each customer is visited only
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Table 1: Cost allocation methods in a collaborative environment found in academic literature (Guajardo & Rönnqvist, 2016).

Method
No. of
articles References

Ad hoc 31 (Agarwal & Ergun, 2010; Anily & Haviv, 2007; Audy et al., 2011, 2012; Caprara & Letch-
ford, 2010; Cheng et al., 2013; Dahl & Derigs, 2011; Dai & Chen, 2012, 2015; Derks &
Kuipers, 1997; Engevall et al., 1998, 2004; Estévez-Fernández et al., 2009; Faigle et al.,
1998; Fiestras-Janeiro et al., 2013; Fiestras-Janeiro et al., 2012; Flisberg et al., 2015;
Frisk et al., 2010; Guajardo & Rönnqvist, 2015; Hamers et al., 1999; Hezarkhani et al.,
2016; Liu et al., 2010; Özener, 2014; Özener & Ergun, 2008; Özener et al., 2013; Potters
et al., 1992; Sun et al., 2015; Toriello & Uhan, 2013; Vanovermeire & Sörensen, 2014b;
Yang et al., 2016; Yilmaz & Savasaneril, 2012)

Shapley 23 (Agarwal & Ergun, 2010; Cheng et al., 2013; Cruijssen et al., 2010; Dror, 1990; Engevall
et al., 1998, 2004; Fang & Cho, 2014; Fiestras-Janeiro et al., 2012; Frisk et al., 2010;
Guajardo et al., 2016; Hezarkhani et al., 2016; Krajewska et al., 2008; Liu et al., 2010;
Lozano et al., 2013; Massol & Tchung-Ming, 2010; Özener et al., 2013; Sun et al., 2015;
Vanovermeire & Sörensen, 2014a; Vanovermeire et al., 2014; Wang et al., 2015; Wong
et al., 2007; Yengin, 2012; Zakharov & Shchegryaev, 2015)

Proportional 18 (Audy et al., 2012; Berger & Bierwirth, 2010; Dror, 1990; Engevall et al., 2004; Fishburn
& Pollak, 1983; Flisberg et al., 2015; Frisk et al., 2010; Hezarkhani et al., 2016; Krajewska
& Kopfer, 2006; Lehoux et al., 2011; Liu et al., 2010; Massol & Tchung-Ming, 2010;
Nguyen et al., 2014; Özener, 2014; Özener & Ergun, 2008; Özener et al., 2013; Sun et
al., 2015; Wong et al., 2007)

once allowing for exactly one arc to enter and leave each ver-
tex associated with them. Consequently, constraints 1d and
1e impose analog requirements to the depot. Note that with
this notation the CVRP aims at finding a collection of exactly
K circuits to serve all customers, where each circuit starts and
ends at the depot. Constraints 1f ensure connectivity of the
paths in the solution while also imposing the vehicle capac-
ity requirements. The constraints remain valid also if r(S) is
replaced by a trivial lower bound defined by ⌈d(S)/C⌉ (Cor-
nuejols & Harche, 1993) with d(S) =

∑

i∈S di denoting the
total demand of the set S ⊆ V . Lastly, constraint 1g repre-
sents the binary constraint.

The family of constraints 1f has a cardinality which grows
exponentially with n (Toth & Vigo, 2014). A family of equiv-
alent constraints with polynomial cardinality can be used by
utilizing the sub-tour elimination constraint of the Travelling
Salesman Problem (TSP) applied to the CVRP (Christofides,
1979; Desrochers & Laporte, 1991; Miller et al., 1960):

ui − u j + C x i j ≤ C − d j ∀i, j ∈ V\{0}, i ̸= j (2a)

such that di + d j ≤ C ,

di ≤ ui ≤ C∀i ∈ V\{0}, (2b)

where the variable ui , i ∈ V\{0} is added to the model, ac-
counting for the load of the vehicle after visiting customer
i. With this definition, when x i j = 0, constraint 2a is not
binding, while when x i j = 1 then u j ≥ ui + d j imposing the
capacity and connectivity requirements and eliminating iso-
lated sub-tours in the process (Toth & Vigo, 2014).

3.1.2. CVRP with Time Windows (CVRPTW)
The CVRP with Time Windows extends the CVRP further

restricting the problem by adding a time dimension. Each

customer is associated with a time interval in which it needs
to be served, called a time window. Further, the travel time,
t i j , for each arc (i, j) ∈ A is known and normally taken as
the same as the distance or cost of the arc ci j . Additionally,
service times si are given for each customer i and the time
instant in which the vehicles leave the depot is also known
and normally assumed to be at 0. As a result, the service at
each customer i has to be initiated during their time window
and it lasts the service time associated with it si . Further-
more, whenever a vehicle arrives earlier than the start of a
customer’s time window, it is allowed to wait until it begins
and then commence service.

For the purpose of this work and to summarize it’s main
characteristics, the classical CVRPTW consists of defining ex-
actly one circuit per vehicle (of the total K vehicles available)
minimizing the cost with:

• each vehicle starting and finishing at the depot,

• customers being serviced exactly once,

• the capacity of the vehicles C not exceeding the sum of
the demands of the customers serviced by it,

• service starting within the time window [ai , bi] of each
customer and the vehicle remaining a time equal to si
at location i.

The model used in our work for the CVRPTW follows
the formulation by Toth and Vigo (2014), which is here de-
scribed. It is based on the three-index vehicle flow model
which allows for the modelling of more constrained versions
of the vehicle routing problem, due to being more flexible in
integrating additional dimensions.
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Firstly, a network G = (V, A) is defined by the set of ver-
tices of customers and the depot, which in this case is repre-
sented by the two nodes 0 and n+1. The set of customers N
is then defined as all vertices but vertices 0 and n+1, namely
N = V\{0, n + 1}. Further, for a route to be feasible then
it must start from node 0 and end at node n+ 1. Addition-
ally, a time window [ai , bi] is associated with each customer
i. Nodes 0 and n + 1 are assigned E and L as their earliest
possible departure and the latest possible arrival at the depot
respectively; that is, [a0, b0] = [an+1, bn+1] = [E, L]. More-
over, and in accordance with the problem description, zero
demands and service times are defined for these two nodes,
namely d0 = dn+1 = s0 = sn+1 = 0.

Let ∆+(i) denote the set of vertices j that are connected
to the vertex i directly, such that arc (i, j) ∈ A. In the same
manner, ∆−(i) denote the vertices from which i is directly
reached, e.g. the set of vertices j such that arc ( j, i) ∈ A.

For each arc (i, j) ∈ A and vehicle k ∈ K , a variable x i jk
is introduced which takes the value of 1 if arc (i, j) is used
by vehicle k and 0 otherwise. Further, a time variable wik is
added for all nodes i ∈ V and vehicles k ∈ K which designates
the time of the start of service at node i by vehicle k.

With the described notation, the formulation as of Toth
and Vigo (2014) is as follows:

min
∑

k∈K

∑

(i, j)∈A

ci j x i jk (3a)

s.t.:
∑

k∈K

∑

j∈∆+(i)

x i jk = 1 ∀i ∈ N , (3b)

∑

j∈∆+(0)

x0 jk = 1 ∀k ∈ K , (3c)

∑

i∈∆−( j)

x i jk −
∑

i∈∆+( j)

x jik = 0 ∀k ∈ K , j ∈ N , (3d)

∑

i∈∆−(n+1)

x i,n+1,k = 1 ∀k ∈ K , (3e)

x i jk

�

wik + si + t i j −w jk

�

≤ 0 ∀k ∈ K , (i, j) ∈ A,
(3f)

ai

∑

j∈∆+(i)

x i jk ≤ wik ≤ bi

∑

j∈∆+(i)

x i jk ∀k ∈ K , i ∈ N ,

(3g)

E ≤ wik ≤ L ∀k ∈ K , i ∈ {0, n+ 1}, (3h)
∑

i∈N

di

∑

j∈∆+(i)

x i jk ≤ C ∀k ∈ K , (3i)

x i jk ∈ {0, 1} ∀k ∈ K , (i, j) ∈ A. (3j)

The objective function calculates the total cost incurred
which we aim to minimize. Constraints 3b ensure that each
customer is assigned to exactly one route. Further, con-
straints 3c to 3e designate the flow on the path to be fol-
lowed by vehicle k. After, constraints 3f to 3h ensure the
time schedule is feasible while 3i guarantees the capacity
constraint. Finally, constraints 3j ensure the binary condi-
tions of the variables x i jk.

3.1.3. Metaheuristic solver
The CVRP, as described in Section 3.1.1, is a generaliza-

tion of the TSP (this being a CVRP with one vehicle visiting
all vertices in a cost-minimizing circuit with C ≥ d(V ) and
K = 1). This problem and its extensions with Time Win-
dows (CVRPTW) is known to be strongly NP-hard (Toth &
Vigo, 2014). For this reason, it would be very expensive
computationally to solve each problem to optimality. As a
consequence, a solver algorithm using metaheuristics is im-
plemented.

VROOM is an open-source optimization engine specifi-
cally tailored for VRPs which provides very good solutions in
little time (VROOM Project, 2022). As an example of it per-
formance, Table 2 shows the results obtained when solving
Solomon 56 instances of 100 customers which are used for
benchmarking. By comparing the cumulated traveled time,
it is observed that the maximum gap difference with the best-
known solution is 3.89%, all with an average computing time
of 359 milliseconds.

The mentioned algorithm utilizes different heuristics de-
pending on the problem to find an initial solution. In the case
of the CVRPTW, it uses modified versions of Solomon inser-
tion heuristics. To improve the solution, a local search pro-
cedure consisting of 14 different operators is then performed
to check for better feasible neighboring solutions (Bräysy &
Gendreau, 2005). In their work comparing tools for solving
CVRPTW, Puka et al. (2019) find that VROOM in comparison
with other open-source solvers is one of the most balanced
in terms of solution quality and execution time. For all the
aforementioned reasons, it is used in our research.

3.2. Cost allocation in VRPs in a collaborative environment
In this section, the vehicle routing problems previously

defined are introduced in a collaborative environment in
which several companies, each with a set of customers to
serve, form a coalition that aims at satisfying the demand of
all customers in a joint operation. In this setup, all customers
and their demands are joined into a holistic logistic problem
that is indifferent to the source of each customer. Operating
as a joint venture, it has been shown that a total reduced cost
is achieved while serving all customers. This is produced by
the increased efficiency in the joint logistic operation due
to customers with similar locations or service time windows
being visited by the same vehicle. The cost that companies
pay for such an optimization coalition is having to share
their customer information which may be of high value for
their business. We will consider a set of partners which form
a grand coalition sharing their resources (vehicles) and de-
mands. An example of such a collaborative CVRP is displayed
in Figure 1 where 3 partners join in a coalition to serve all
of their customers resulting in a completely different total
logistic operation.

When working as a coalition of two or more partners,
the problem arises of distributing the costs (or the profits)
of serving the customers as a whole. In this regard, a mech-
anism is needed to allow for each customer that is brought
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Table 2: Comparison to best known solutions (BKS) targeting cumulated travel time (CTT). Cumulated number of vehicles (CNV) is only
reported for the record. (VROOM Project, 2022)

Class C1 C2 R1 R2 RC1 RC2 Total
BKS CNV 10.0 3.0 13.25 5.36 12.88 6.25 485
BKS CTT 828.38 589.86 1175.75 878.41 1340.02 1004.21 54699

VROOM CNV 10.0 3.0 13.25 4.27 13.25 5.25 468
VROOM CTT 828.38 589.86 1191.99 912.60 1356.76 1030.75 55,616

CTT gap +0.00% +0.00% +1.38% +3.89% +1.25% +2.64% +1.68

Figure 1: Example of a collaborative VRP where 3 partners (top green, cyan, blue) work jointly on a logistic operation.

in the coalition by a partner to be correctly accounted for the
marginal cost it produced to the total operation. Despite no
method being considered as a global best practice, Defryn,
Vanovermeire, and Sörensen (2016) argue that a cost alloca-
tion method based on the incentives of each partner should
be selected by the coalition. This results in the group behav-
ing in the best interest of the whole, e.g.: a cost allocation
based on volume will derive in benefit for those who trans-
port the highest volumes therefore steering the coalition into
increasing the total volume displaced. Nonetheless, there is
a general consensus on the fact that incentive criteria results
in a fair distribution of costs in all cases (Defryn, Sörensen,
& Cornelissens, 2016). We follow with the introduction of

the concepts behind cooperative game theory and an axiom-
based cost allocation method: the Shapley value.

3.2.1. Cooperative game theory: Core
In game theory when evaluating a game, one is interested

in knowing the value each player adds to a coalition when
a group of players cooperates and obtains a certain overall
gain from that cooperation. Some players’ contributions may
be larger or they may have a bigger bargaining power, even
so to the extent of threatening to destroy the entire surplus.
Therefore, the goal of this assessment would be to determine
how important is each participant to the overall coalition,
and what would therefore be their expected fair payoff. An
analogous formulation applies to the case of determining the
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cost of each customer added to a collaborative logistic prob-
lem as the only adjustment is that in the VRP each added
player (customer) to the coalition will add a cost for the total
operation instead of a surplus.

Let us introduce some cooperative game theory concepts
as described by Guajardo and Rönnqvist (2015). For a co-
operative game in which the "grand coalition" of all play-
ers in the set N = {1, . . . , n} participate, there is a charac-
teristic function v which assigns a total cost for each coali-
tion S ∈ P with P comprising the set of all possible sub-
sets of N . In our case, this cost is calculated by solving the
corresponding optimization problem of the CVRPTW for the
coalition S of customers (players). A cost allocation vector
z =
�

z1, . . . , z j , . . . , zn

�

is such that allocates a cost for each
player j ∈ N such that:
∑

j∈N

z j = v(N).

The equation above represents the "efficiency" condition
in which the total cost of the grand coalition is split among
its members according to z. Moreover, the "rationality" con-
dition states that the sum of the allocated costs to each player
of a coalition should be no bigger than the total cost of the
coalition; e.g. no subset S of players can be formed where
the cost resulting from a coalition with all of them is smaller
than the total cost allocated to them according to z, namely:
∑

j∈S

z j ≤ v(S) ∀S ∈ P.

In the context of a CVRPTW, a rational cost allocation vec-
tor would be one that allocates the cost to each customer
such that no combination of customers can yield a smaller
cost when served than the sum of their allocated values. The
"individually rational condition" is a particular case for coali-
tions S of only one player, in which the cost allocated to it
should not be bigger than its stand-alone cost: z j ≤ v({ j}). If
a customer were to be assigned a cost bigger than its stand-
alone cost it would not make any sense for the carriers to
bring them into the pool of shared customers. Most impor-
tantly, as defined by game theory, the core in a cooperative
game is the set of allocation vectors that satisfy the condition
of rationality; that is:

Core(v) =

(

z ∈ Rn :
∑

j∈N

z j = v(N),
∑

j∈S

z j ≤ v(S) ∀S ∈ P

)

.

When an allocation vector is included in the core, it is said
to provide "stability", given that there is no reason for players
in the grand coalition to form a smaller coalition as this yields
a worse outcome. The core is widely utilized as a measure of
stability in research (Guajardo & Rönnqvist, 2016).

3.2.2. Shapley value allocation method
An answer to the profit(cost) allocation issue in cooper-

ative games was introduced by Lloyd S. Shapley (Shapley,
1951, 1953). It distributes the total gains of the contributor

players, assuming a non-zero contribution by all members of
the coalition. The Shapley value is then calculated by ac-
counting for all the possible orders a contributor may arrive
to the coalition and computing each of their marginal con-
tributions and average it over the total. It is based on a set
of axioms which define the main characteristics a solution to
the cost allocation problem should fulfill (Defryn, Sörensen,
& Cornelissens, 2016). These axioms are the following:

• Symmetry: Interchangeable agents(customers) should
receive the same share of the cost.

• Null player property: An agent who neither adds nor
reduces the cost of any coalition should be allocated no
cost.

• Efficiency: The sum of all costs allocated among all the
agents should total the total coalition cost.

• Additivity: The sum of the cost allocated to agents a
and b should be the same as that allocated to a third
partner representing them.

• Individual rationality: The cost allocated to an agent
cannot be larger than its stand-alone cost.

The allocation through the Shapley value to each player
i can be calculated using 4 where the final term is the com-
putation of the marginal contribution of player i to a certain
sub-coalition S, being v(S) the characteristic function which
describes the worth of coalition S, e.g.: the total expected
payoff S can obtain by cooperation. These marginal costs
are calculated for each possible sub-coalition and then aver-
aged by the weight that each possible combination of such
sub-coalition may be reached.

φi(N , v) =
1
N !

∑

S⊆N\{i}

|S|!(|N |−|S|−1)![v(S∪{i})−v(S)] (4)

The following simple example depicts the calculation of
the Shapley value. Suppose there are three players {1,2, 3}
participating in a collaborative game with each of the possi-
ble sub-coalition resulting in the payoffs summarized in Ta-
ble 3. Further, as we add players to the coalition in each of
the 6 ways the grand coalition could be formed, each player
in turn is going to add a marginal contribution as displayed in
Table 4. Therefore, the expected marginal contribution and
Shapley value for each player is simply the average value of
these contributions.

In our scenario, we use the Shapley value to compute the
cost each customer contributes to the total cost of serving
them all together. That is, each customer is a player and we
calculate the costs resulting from the objective function of the
VRP for all the possible customer combinations.

Although the Shapley value defines a fair way of divid-
ing the grand coalition’s payment among its members, its re-
sult does not guarantee stability. This means some players
might be better off when forming a different coalition than
the grand coalition. However, the existence of a stable cost
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Table 3: Payoffs of each sub-coalition for an example of a collaborative game.

S null {1} {2} {3} {1, 2} {1, 3} {2,3} {1, 2,3}
v(S) 0 3 1 1 6 5 5 10

Table 4: Computation of the Shapley value for each player of a collaborative game.

Order
Marginal Contribution

1 2 3
(1,2, 3) 3 3 4
(1,3, 2) 3 5 2
(2,1, 3) 5 1 4
(2,3, 1) 5 1 4
(3,1, 2) 4 5 1
(3,2, 1) 5 4 1
Average 4.17 3.17 2.67

allocation is not assured and in a practical scenario, a com-
pany would only be able to accept whether to join the grand
coalition or not, without any influence in the cost allocation
(Vanovermeire et al., 2014). This is because the using the
Shapley value method results in a solution which is "unique".
Consequently, players do not have the information to chal-
lenge the allocated costs (Krajewska et al., 2008). Although,
the non-emptiness of the core could be implemented as a way
to verify the stability of the allocation solution and its effec-
tiveness (Shi et al., 2020), we will not cover that aspect in
our methodology. Moreover, the Shapley value derives in a
cost allocation that is individually rational for a superadditive
game such as the one concerning our work (Moulin, 1991).

As we have shown, the Shapley value of a participant is
the expected marginal contribution of such player to a coali-
tion picked randomly. From a practical perspective, the Shap-
ley value has been applied in many real-world cases (Deidda
et al., 2009; Littlechild & Owen, 1973; Moretti & Patrone,
2008; Moretti et al., 2007), being suggested as best prac-
tice in horizontal collaboration in logistics (Biermasz, 2012).
Any cost allocation method that would steer away from the
assumptions of the Shapley value method would also be valid
for the application of this research, and would not modify the
resulsts, to the extent that they remain a fair mechanism to
divide the costs. Therefore, we leave the selection of the best
allocation method outside of our work and use the Shapley
value as the cost allocation mechanism for the remaining.

3.2.3. Approximation methods to the Shapley value: Ran-
dom sampling

The drawback of the Shapley value being used as a cost al-
location mechanism is the need of calculating the value of the
characteristic function for every possible sub-coalition. This
results in a very challenging computational effort that can
rise exponentially to being impractical for even a low number
of players. The number of possible subsets of a set consist-
ing of n players is 2n. Already for 30 players the amount
of sub-coalitions rise over 1 billion. In particular, it is an
NP-complete computing problem, therefore being too expen-

sive computationally (Deng & Papadimitriou, 1994; Faigle &
Kern, 1992).

An approximation method of the Shapley value using ran-
dom sampling was first introduced by Castro et al. (2009).
This procedure uses a random sample of the marginal vec-
tors. Through sampling, statistical inference can be derived
where it is impossible or impractical to obtain information for
the entire population (Castro et al., 2009; Cochran, 1977).
As shown by Castro et al. (2009) the estimations are effi-
cient if the value of the characteristic function of any coali-
tion can be calculated in polynomial time. The method con-
sists of selecting a subset of orderings from all n! possible
orderings, computing the marginal contributions for all play-
ers and all orderings and approximating the Shapley value
for each player by averaging the marginal contributions ob-
tained. For the simple example introduced previously, a ran-
dom sample of three orderings out of the total 6 gives the
results shown in Table 5.

As expected this is very sensitive on the samples drawn for
a low value of samples but becomes more accurate when in-
creasing to a higher value of sampling (Castro et al., 2009).
From the computation executed on problems of 10 cus-
tomers, we conclude that with a sample size of 10 times the
amount of customers an error no bigger than 3% is obtained
for the computation of the Shapley value of a customer. Al-
though this provides enough accuracy for our analysis, a
better structured method is used as explained in the follow-
ing section.

3.2.4. Structured Random Sampling
As shown in the example introduced and summarized in

Tables 4 and 5, the calculation of the Shapley value through
random sampling, yields an error which is partially due to
the lack of ordering of players in the samples. Player 1 for
example appears first in two of the samples and never ap-
pears last. These orderings prove to be very influential for
the computing of the Shapley values.

A structured random sampling method was introduced by
van Campen et al. (2018) which optimizes the random sam-
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Table 5: Computation of the Shapley value through random sampling.

Order
Marginal Contribution

1 2 3
(1,2, 3) 3 3 4
(1,3, 2) 3 5 2
(2,1, 3) 5 1 4
Average 3.67 3.00 3.33

pling method and reduces the resulting error. Their method
seeks to ensure that each player is equally assigned to each
position in the ordering. Therefore, each player’s marginal
contribution to a coalition of a defined size is calculated the
same number of times and is equally distributed. To achieve
this, a swapping mechanism is added to assign players in the
right position in the orderings which are randomly selected.
The total amount of orderings selected is divided into n sub-
sets of length t in which each player is ordered r times in each
position. The marginal contributions of the ordered player
are then used to compute the Shapley value.

Considering the 3-person (n = 3) game example and the
same r = 3 orderings randomly sampled before, we have
therefore the size of each subset being t = 1. For each of
the players now, each position is assigned t times in each
of the subsets and their marginal contribution is calculated.
This is summarized in Table 6. It can be observed that the
values resulting from the use of structured random sampling
are closer to the exact Shapley values than when using simple
random sampling.

In their work van Campen et al. (2018) observe that,
although the same number of marginal contributions per
player is calculated, their method yields a small extra com-
putational cost deriving from the swapping operation. Fur-
ther, whereas random sampling is efficient, the structured
method is shown by the authors not to be. Nonetheless,
the structured random sampling method outperforms its
simpler counterpart in terms of accuracy when it comes to
approximating the Shapley values. On average the error in
the Shapley value approximation is reduced by almost 30%
with only a slight increase in average computation times.
Consequently, we use structured random sampling in our
work.

3.3. Regression analysis
For the statistical modelling part of our work, regression

analysis will be conducted. Regression analysis is a set of sta-
tistical methods for determining the relationship between the
dependent variable and the independent variable(s). These
last are also called "explanatory" variables as the intention
of the analysis is to find the degree to which each of these
variables explains the behavior of the dependent one (Sykes,
1993).

Correlation is used which describes the association be-
tween two variables to the extent that a change in one is
found next to a predictable change in the other. The cor-
relation of two variables is calculated as the ratio between

the covariance and the product of the standard deviations of
each variable (Brown, 2016), that is:

ρX ,Y =
cov(X , Y )
σXσY

The correlation can be measured through the Pearson cor-
relation coefficient which measures the linear correlation be-
tween two sets of data. Both the strength and direction of the
association between the variables are expressed through the
coefficient (Yule & Kendall, 1968). A positive coefficient in-
dicates a direct relation whereas a negative, an inverse one.
The strength is measured by how close the absolute value of
the coefficient is close to 1, with 0 indicating no correlation
(Dowdy et al., 2011).

With multiple linear regression, several independent vari-
ables x i are assigned to one dependent variable y , which is
expressed as a linear combination of the independent ones
(Rawlings et al., 1998), that is:

y = α+ β1 x1 + β2 x2 + . . .+ βn xn + ε

where parameter α represents the intercept value of y when
all independent variables are 0 and βi is the coefficient to
which each variable x i is affected to explain the most of y .
The regression error ε is added to account for the difference
between the predicted and the actual observed value of y .

When performing linear regression, the ordinary least
squares (OLS) method is one of the most used. It consists of
a method for defining the unknown coefficients of the inde-
pendent variables in a linear regression model by minimizing
the sum of the squares of the regression errors.

When dealing with multiple linear regression it is of spe-
cial importance to ensure that the underlying assumptions
are satisfied. The most important are the following accord-
ing to Osborne and Waters (2002):

• Variables are distributed normally

• Model is linear in parameters

• No multicollinearity, e.g. low correlation between in-
dependent variables

• Homoskedasticity; e.g. the variance of ε remains con-
stant for all cases of x

• No serial-correlation between error terms
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Table 6: Computation of the Shapley value through structured random sampling.

Subset Order Swap 1
Marginal

Contribution 1 Swap 2
Marginal

Contribution 2 Swap 3
Marginal

Contribution 3
1 (1, 2,3) (1, 2,3) 3 (2, 1,3) 1 (3,2, 1) 1
2 (1, 3,2) (3, 1,2) 4 (1, 2,3) 3 (1,3, 2) 2
3 (2, 1,3) (2, 3,1) 5 (3, 1,2) 5 (2,1, 3) 4

Average 4 3 2.83

To satisfy these assumptions, generally the data and fea-
tures used in the model need to be reduced. Feature selec-
tion, in which a subset of relevant predictors is selected for
use in a statistical model, can be used for this purpose. All
these methods are applied in the statistical analysis of our
work.

4. Data generation: Instances solving and cost allocation

In this section, we dedicate ourselves to the generation
of data through the application of our methodology to differ-
ent problems or instances. We start by solving simple CVRP
without time window constraints so as to gain insights into
the basic characteristics of the problem. Further, we continue
with more well-known instances with the addition of time
limitations. Lastly, we define the features that we use for the
approximation of the costs allocated.

4.1. Analysis of small CVRP
For the analysis of simpler collaborative single-depot ca-

pacitated vehicle problems, we focus on the modelling of in-
stances with 3 carriers who are assigned 10 customers ran-
domly. 10 instances are modelled with customers distributed
in a squared grid of dimension 10 as the one displayed in
Figure 2a. For each of the instances, all combinations of cus-
tomers are modelled and solved to optimization so as to ob-
tain the exact Shapley value assigned to each customer. This
value is illustrated in Figure 2b. It is worth noting that, for
these simple instances and, with a similar share of customers
for each carrier, the number of customers served by each ve-
hicle is always between 3 and 4. Therefore, there is no value
at this point in the research to use this measure in our anal-
ysis. We discuss this further in later sections.

Likewise, the independent CVRP for each of the carriers
is solved and their individual cost is calculated. The savings
each carrier gains from the collaboration are displayed in Ta-
ble 7 where the total saving is the difference between the cost
of serving each of their customers and the cost when sum-
ming the Shapley value assigned for the customers brought
into the coalition. These savings are all positive regardless
of whether all customers in each of the carriers’ operations
yield positive gains. Although the grand coalition might not
be the best possible coalition for each carrier, it still yields a
benefit when collaborating all together. Further, as explained
in Section 3.2.2, due to the individual rationality of the Shap-
ley value, the cost of a player always results in a lower value
than its stand-alone cost.

For these instances, a linear regression model is created
between the Shapley value assigned to each customer and
the distance to the depot as the only dependent variable. The
results, summarized in Table 8, show a high degree of corre-
lation. We avoid imposing an intercept to our function given
the nature of the problem so as to start from a base cost of
0 and only depend on the distance. The regression is show-
cased in Figure 3 where a clear fit is observed. Moreover, het-
eroskedasticity can also be distinguished from the increase in
the variance of the errors as the distance increase. This sug-
gests that the measure of distance becomes less of a predictor
as customers are more distant from the depot where, given a
bigger spread between customers, the limited capacity of the
vehicles could play a bigger role. We deal with the problem
of heteroskedasticity with robust regressions in the remain-
ing of the work.

Finally, the result of the cost allocation is summarized in
Figure 4 where the average cost for customers located in dif-
ferent placements is represented. It is noticeable how a sim-
ple rule based on distance can be applied to the solving of a
much more complex logistics problem.

4.2. Solomon instances
In order to be able to benchmark the results obtained

for the CVRPTW and ensure a correct implementation of the
structured random sampling algorithm used for the alloca-
tion of costs, the use of well-known data instances is imple-
mented, the Solomon instances (Solomon, 1987). Moreover,
this allows for the further study of our results in consequent
works.

Solomon instances are divided into different sets accord-
ing to their characteristics. R and C sets in the data differ in
that the R sets (R1 and R2) have the geographical data ran-
domly generated, whereas the C sets (C1 and C2) are set in
geographical clusters. For the RC1 and RC2 sets, a mix of ran-
dom and clustered structures is used. The numbering relates
to the limitation on the scheduling horizon, having smaller
time windows and allowing a few customers per route in
sets 1 and a long scheduling horizon with more customers
in sets 2. The customer locations remain the same within all
problems of one type (i.e., R, C and RC), mainly differing in
the tightness of their time windows, that is the time window
width. There exists also variance within the time window
density, that is the percentage of customers with tight time
windows, ranging from 25% to 100% (Solomon, 1987).

Solomon introduced problems of 100 customers where
travel times match the euclidean distances between the ge-



F. Arroyo / Junior Management Science 9(1) (2024) 1241-12681252

Figure 2: Instance of a collaborative vehicle routing problem with 3 partners and 10 customers.

Table 7: Total savings obtained for each carrier (A, B, C) when collaborating in a CVRP.

Instance A B C
0 4.77 4.89 2.84
1 1.22 5.48 8.53
2 1.82 4.88 0.88
3 3.65 7.29 1.08
4 3.47 8.21 7.71
5 2.47 6.73 8.43
6 4.07 5.77 8.56
7 7.49 4.38 5.60
8 9.42 7.94 5.19
9 2.78 5.50 3.00

10 1.72 7.73 4.42

Table 8: Linear regression model summary with the cost per customer as the dependent variable and distance as the sole independent
variable.

coef std err t P > |t| [0.025 0.975]
distance 1.0162 0.02 51.11 0 0.977 1.056

ographical points. For computational reasons, we base our
work on the instances of the 50 first customers in each of
them where 100% of customers are assigned a time window
constraint. The instances used in our analysis and their char-
acteristics are summarized in Table 9.

Most importantly, the design of the instances highlights
aims at addressing several variables that generally influence
the routing and scheduling when solving CVRPTW problems
such as geographical location, vehicle capacity, amount of
time-constrained customers, and tightness and positioning of
the time windows assigned. (Solomon, 1987).

4.3. Cost function: features and fit
With the aim of developing our cost function, different

statistical models are applied to the data generated out of al-
locating the cost via our method using the Shapley value for
each customer in Solomon’s 50 customers instances. An ex-
ample of such data can be observed in Figures 5 and 6 where

the solution for instances R101.50 and R201.50 respectively
are displayed. The vehicle routes are visible in conjunction
with the computed Shapley values for each of the customers.

In the first example, having time windows which are more
constraining, the vehicles route less customers in smaller
loops. In contrast, in the latter, routes are more convoluted
due to time constraints being more relaxed. This is also re-
flected in the spread of Shapley value which has a bigger vari-
ance and seems to depend more on distance in the first case
compared to the second one. This example signals that short
scheduling horizons, allowing for only a few customers to be
serviced per route, yields a higher variance of the cost allo-
cated for each customer.

An approximation to the cost function should try to re-
semble the real interactions of the CVRPTW as much as pos-
sible. For this reason, the definition of certain features should
match the factors that affect this problem as discussed previ-
ously in Section 4.2. Therefore, different features have been
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Figure 3: Relation between the cost allocated and the distance to the depot for simple CVRPs.

Figure 4: Cost allocated for customers in simple CVRPs.

defined following the three main dimensions that affect the
cost allocation problem. In order to generalize their appli-
cation and derive clearer conclusions from their coefficients,
relative measures are used when possible.

Capacity-based features
The main parameter affecting the usage of vehicles is the de-
mand of customers and the capacity of the vehicles. In order
to represent the first effect in our function we introduce a
feature relating the demand of each customer to the average
demand of the population, that is:

CFi
1 =

di
∑

i∈N di

|N |

Further the capacity of vehicles is reflected in the demand
related to the vehicle capacity, e.g.:

CFi
2 =

di

C

where C is the vehicles’ capacity.

Distance-based features
As observed in our modeled examples before, geographical
distance appears as a main variable to take into considera-
tion. Firstly, we introduce a feature comparing the distance
of a customer i to the depot i = 0:

DFi
1 =

ci0
∑

i∈N ci0

|N |
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Table 9: Solomon instances used for the analysis and their characteristics.

Instance
Amount of

Vehicles
Vehicles’
Capacity

Average
Demand

Average
distance
to depot

Average length
of Time

Windows

Service
Time

Amount of
customers w/
Time Window

C101.50 25 200 17.20 24.11 60.14 90 50
C201.50 25 700 17.20 26.79 160.00 90 50
R101.50 25 200 14.42 26.25 10.00 10 50
R201.50 25 1000 14.42 26.25 116.46 10 50

RC101.50 25 200 19.40 40.60 30.00 10 50
RC201.50 25 1000 19.40 40.60 120.00 10 50
C108.50 25 200 17.20 24.11 240.78 90 50
C208.50 25 700 17.20 26.79 640.00 90 50
R109.50 25 200 14.42 26.25 58.94 10 50
R209.50 25 1000 14.42 26.25 351.08 10 50

RC108.50 25 200 19.40 40.60 111.62 10 50
RC208.50 25 1000 19.40 40.60 472.90 10 50

Figure 5: Solution to Solomon’s instance R101.50 showing the computed cost (Shapley values) for each customer.

To note is that as all costs are taken using euclidean dis-
tances, the cost matrix is symmetrical, e.g.: ci j = c ji . Sec-
ondly, a measure of the degree of clustering is needed. There-
fore the proximity to other customers is accounted for by
measuring the number of points that fall within a certain dis-
tance. For our measure we use the average distance to the
depot as the threshold for counting the near customers as
shown in Figure 7. That is:

DFi
2 = ∥{ j ∈ J}∥ : di, j ∈

�

0,

∑

i∈N ci0

|N |

�

Time-based features
In the case of the time dimension, the measure of the impact
of the time windows’ width is needed. With this objective,
we introduce a feature in which we calculate the length of
the time window as the difference between the earlier and
latest service times and divide that by the average distance
of customers to the depot.

TFi
1 =

bi − ai
∑

i∈N ci0

|N |
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Figure 6: Solution to Solomon’s instance R201.50 showing the computed cost (Shapley value) for each customer.

Figure 7: Example of computing the proximity customers for a customer i.

Further, as in the case of the distance between customers,
the spread in the time windows is looked to be reflected in
the time window overlap as defined in the time feature:

TFi
2 = ∥{ j ∈ J}∥ : (ai , bi)∩

�

a j , b j

�

̸= ;

Instance-specific features
Relying on the characteristics of Solomon instances which
aim at characterizing the different dimensions affecting
CVRPTW, we use certain instance-specific features which
aid in the analysis of the costs and their distributions be-

tween instances themselves. For this purpose we separate
instances under the following classification:

• Customers proximity: Clustered/Non-clustered cus-
tomers

• Time: Tight/Non-tight Time Windows

Additionally, different modelled instances are compared
using other characteristics which are not binary to the extent
that they are not directly related to the Solomon instances’
design criteria such as:

• Average customer demand
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• Ratio of total demand served by vehicle capacity

• Average length of time windows

• Average number of customers per tour

5. Analysis and discussion

With the data generated for the instances used and the
features calculated we follow with the statistical analysis in
the following sections.

5.1. Results obtained and observations
The results obtained from applying our methodology are

compiled in Appendix 1 where the characteristics of each
node from Solomon instances in conjunction with the cost
assigned in the grand coalition are shown.

As in Section 4.1, we begin by addressing the total savings
of each carrier when collaborating which are summarized in
Table 10 where the average value has been added for further
study. We can again observe that all gains are positive, in
line with the research findings explained in Section 2.1, and
further enlarging the case for collaboration between carriers.
Worth noting is that this is the total gains for each carrier
(each of which has a similar share of assigned customers),
which does not exclude the possibility of a customer bringing
a negative gain when shared into the common pool of the
joint operation. This is later explored in Section 5.4.

We can therefore observe the following:
Observation 1. The total savings calculated for each in-

dividual carrier when collaborating in a grand coalition are
found to be positive in all instances.

Within this level of granularity, we want to evaluate the
differences in the costs allocated and the corresponding sav-
ings obtained for the customers in each instance. Figure 8
depicts the average values obtained in instances split by clus-
tering and the time window horizon. In Figure 8a we observe
that the clustering of customers yields a smaller average cost
per customer. Further, Figure 8b shows how having short
time windows affect considerably the average cost of serving
the customers. Interestingly, in both cases the savings do not
show the same level of change.

To further study the instance-related features, Figure 9
compiles the same measures for average cost and savings
compared to the different characteristics of the Solomon in-
stances. Firstly, an increase in the average customer demand
leads to an increase in the savings as shown in Figure 9a.
Moreover, when analysing Figure 9b we observe no general
trend for lower demands per truck capacity but notice an in-
crease in the savings and costs when increasing past a certain
threshold. We can relate the results from Figure 8b with Fig-
ure 9c where we observe that a decrease in the average time
window length results in a smaller average cost allocated to
each customer. Finally, with regard to the average number of
customers per tour, Figure 9d shows that average costs de-
crease when this increases.

Throughout the results showed, a clear relation between
costs and savings can be observed, pointing towards the fact
that the same limitations that increase the cost of serving the
pool of customers are the ones that can be avoided when
collaborating.

Let us summarize the main observations in the following:
Observation 2. Customer clustering and relaxation of

time windows yield a decrease in the average cost of serving
each customer.

Observation 3. An increase in customer demand or a
decrease in the vehicles’ capacity leads to an increase in the
costs associated with each customer.

Observation 4. As the total amount of tours to serve a
certain amount of customers decreases, the average cost as-
sociated with each customer also does.

Observation 5. There is a strong correlation between
the costs assigned to each customer when serving them in a
stand-alone operation and the potential savings when acting
in a collaborative environment.

Although always dealing with a collaborative scenario,
the cost allocation deriving from the joint operation can be
analyzed from a non-collaborative perspective. The grand
coalition acts as a shared resources all-information central
planning body. For the approximation of the cost allocation
with the features defined, we start with the results obtained
from the centrally planned cost allocation perspective. Later,
we analyze the data resulting from expanding on the collab-
orative nature of the problem.

5.2. Model fit and feature selection
Our main aim is to conduct a model selection procedure

to choose the features and interactions of them which yield
the best fit to the cost allocated to customers through linear
regression. The measure used to compare the performance of
different models is under debate, which questions the "best"
fit (Hansen & Yu, 2001). Nevertheless, we will focus on the
Akaike (AIC) and Bayesian Information Criterion (BIC) and
the adjusted R2 value as means of evaluating our models.
Furthermore, for simplicity of our solution and following the
principle of parsimony, or Occam’s razor, we will focus on
finding the model with the least amount of features and in-
teractions given similar explanatory power.

To start, a multiple ordinary least squares linear regres-
sion analysis is conducted using all features in the model as
the independent variables and the calculated allocated cost
(Shapley value) as the dependent one. Said analysis is per-
formed with the data for all the combined instances shown in
Table 9. At first, we conduct our analysis without including
an intercept in the model, with the results being presented
in Figure 10. By applying a Breusch-Pagan test to the data,
the null hypothesis of homoskedasticity is discarded there-
fore the regression results show the scores for t-tests using
heteroskedasticity-robust standard errors. The model shows
a high correlation with a value of R2 of 0.855. Regarding
the distance metrics, from the values of the regression coef-
ficients, we can infer both a positive statistically significant
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Table 10: Total savings for each carrier (A, B, C) in the modelled CVRPTW Solomon instances.

Instance A B C Average
C101.50 150.75 161.57 154.59 155.64
C201.50 135.59 113.51 156.80 135.30
R101.50 120.20 123.43 101.63 115.09
R201.50 145.82 131.90 128.99 135.57

RC101.50 228.59 152.04 166.80 182.48
RC201.50 263.92 251.12 228.17 247.74
C108.50 133.97 151.41 136.62 140.66
C208.50 127.60 102.38 137.47 122.49
R109.50 78.19 92.84 129.13 100.05
R209.50 112.12 124.45 136.17 124.25

RC108.50 219.75 204.91 202.62 209.09
RC208.50 210.48 213.47 204.14 209.36

Figure 8: Average costs and gains for the modelled Solomon instances split by clustering and TW horizon.

Figure 9: Average costs and savings for the modelled Solomon instances in relation to different instance characteristics.



F. Arroyo / Junior Management Science 9(1) (2024) 1241-12681258

correlation between the cost and the relative distance to the
depot (DF1) and a negative one with the amount of proximity
points (DF2). This confirms the results previously discussed
in Section 5.1 in Observation 2. With regard to the time fea-
tures, the negative correlation of the relative time window
length (TF1) signals a decrease in the cost when having less
constraining time windows which also is in line with the pre-
vious observations. Further, a positive coefficient for the time
window overlap (TF2) would be against the common sense
of pricing time windows and will be explained through fur-
ther analysis of different models. None of the capacity con-
straints appear to have any statistical significance given by
the p-values of capacity-related features which we analyze
later.

To further explore the correlation between the variables
let us analyze the relationship between each of them. Fig-
ure 11 shows a scatter plot for each of the variable pairs
in the regression model. A grid of Axes is displayed such
that each variable in the data will be shared across the y-
axes across a single row and the x-axes across a single col-
umn. The diagonal plots show a distribution plot to rep-
resent the marginal distribution of each variable. Through
an inspection of the scatter plots for the features in each
dimension a clear correlation can be observed, in particu-
lar within distance-dependent and time-dependent features.
This is further confirmed when calculating the correlation
values as shown in Figure 12. As observed, the correlation
between DF1 and DF2 is negative which means that having
more points in the vicinity relates to a decrease in the dis-
tance to the depot or vice versa. Further, the correlation
between features TF1 and TF2 is positive corresponding to
a increase in the time window overlap when increasing the
gap between the beginning and end of the allowed time for
service at the customer.

As observed in the relation between the features in each
dimension, and due to over-redundancy, the results obtained
signal the need of relying on one main factor for each of the
dimensions specified (Capacity, Distance, Time). A model se-
lection is then conducted to choose the best fit with the mea-
sures specified before. All the combinations of features are
tested and their AIC, BIC and adjusted R2 values are calcu-
lated. It is found that features DF1, TF1 and CF2 are the ones
that yield a better explanation of the dependent variable re-
maining one of the relatively lowest models regarding the
AIC and BIC scores. It is reasonable to believe that the inclu-
sion of CF2 is related to the addition of the maximal vehicle
capacity as a variable to the model. Further, of the proximity
measures included for distance and time windows none re-
main as the selected by the model. As we see later, this is very
much related to the degree customers are clustered and time-
constrained. The results for the regression with only these
features are showcased in Table 11. The feature CF2 appears
to have less statistical significance but has a negative coeffi-
cient which is in line with Observation 2. It is worth noting
that the addition of an intercept in our model yields a lower
explanatory effect over the independent variable given its R2

value but has a higher statistical significance for all the vari-

ables including the intercept and achieves a lower AIC and
BIC value as displayed in the regression results in Figure 13.
The addition of an intercept would signify a base cost allo-
cated to customers in any case which would be a simple base
pricing strategy from which to start.

From the two linear regression models, with or with-
out intercept, we can derive two main strategies to price
customers. Firstly, one where no base price is defined and
through the implementation of features pricing the dimen-
sions which define each customer (demand, time window,
distance) the final cost is greatly described. Secondly, assum-
ing a basic price for all customers (intercept) and pricing the
features differently resulting in reduced descriptive power of
each feature on the final cost allocated to each customer. We
will further study the pricing of the different features in the
following section.

As a whole, from all our regression models we can ob-
serve the following:

Observation 6. The cost allocated to customers in vehicle
routing problems with time windows can be estimated with
a few defined features related to customers’ location, time
window, demand and vehicle capacity.

5.3. Customer pricing
The practical application of our work is focused on be-

ing able to price each of the characteristics that comprise the
logistics problem of serving different customers whose geo-
graphical location, time demands and capacity vary. As de-
fined in our cost-approximation function, the features intro-
duced allow us to represent each of these dimensions in our
model. None-withstanding, we want to study different ways
of approaching these characteristics. As addressed in Section
4.2 the variety in the Solomon instances allow for the assess-
ment of the results of our cost approximation when dealing
both with clustered customers vs non-clustered ones and the
time horizon restrictions. In this regard, we will study the
differences in our regression models when dealing with each
condition.

5.3.1. Clustered vs non-clustered customers
For this comparison, instances with non-clustered cus-

tomers which are located geographically in a random fash-
ion (R101.50, R201.50, R109.50, R209.50) are compared
with their clustered counterparts in which customers are in
groups of close proximity to each other (C101.50, C201.50,
C108.50, C208.50). Instances RC, being a mix of both, are
left outside of the analysis. The results of the linear regres-
sion for both cases are compiled in Tables 12 and 13 where
CF1 has been dropped for being highly correlated to CF2.
The explanatory power of the models gives an adjusted R2

value of 0.624 for the clustered customers and 0.702 for the
randomly located ones. It can be observed that for the non-
clustered customers the intercept for the cost is not statis-
tically relevant with only the relative distance to the ware-
house being the relevant distance feature. In contrast, when
dealing with instances of clustered customers, the intercept
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Figure 10: Ordinate least squares regression results for all instances with all features in the model.

Figure 11: Scatter plots of all the pairs of variables in the model. The variables’ distributions are shown in the diagonal plots.
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Figure 12: Correlation values between each feature in the model.

Table 11: Linear regression model summary with the cost (Shapley value) as the dependent variable and the selected features as
independent variables.

coef std err z P > |z| [0.025 0.975]
DF1 14.933 0.492 30.380 0.000 13.970 15.897
TF1 -0.388 0.033 -11.893 0.000 -0.452 -0.324
CF2 -8.322 4.829 -1.723 0.085 -17.787 1.143

Figure 13: Regression results for the selected model features with an added intercept.

becomes relevant in conjunction with the two distance-based
features. In particular, the addition of DF2 which consid-
ers the proximity to other customers affects the cost nega-
tively. Further, for the randomly located customers, the time
features related to the length and overlap of time windows
appear to be statistically significant and affect both the cost
negatively. This would signify that time windows have a ma-
jor impact on the cost of serving customers when these are
not grouped in clusters of close proximity. Moreover, the dif-
ference in the coefficient for DF1 of more than 10 signifies a
significantly bigger impact on the distances in the case of non-
clustered customers compared to the clustered ones. All in

all, our results clearly show how the grouping of customers in
clusters can have a clear effect on the variables which mainly
affect the allocation of costs.

Further, having the geographical location as the only fea-
ture we would like to assess the pricing of certain regions or
locations for our customers. In this regard, we compile all
the customers from the instances mentioned above so as to
show how distance to the depot, which translates into time
in our model, affects cost allocation. Figure 15 shows the
case of customers with random locations where zoning re-
lated to the distance to the warehouse is applied. In the case
of clustered customers we summarize the customers of in-
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Table 12: Linear regression results for the non-clustered customers.

coef std err z P > |z| [0.025 0.975]
const 10.011 5.494 1.822 0.068 -0.757 20.779
DF1 14.666 2.351 6.238 0.000 10.058 19.274
DF2 -0.282 0.206 -1.366 0.172 -0.687 0.123
CF2 -4.769 9.865 -0.483 0.629 -24.104 14.566
TF1 -0.328 0.076 -4.296 0.000 -0.477 -0.178
TF2 -0.121 0.030 -4.057 0.000 -0.180 -0.063

Table 13: Linear regression results for the clustered customers.

coef std err z P > |z| [0.025 0.975]
const 7.230 1.360 5.318 0.000 4.565 9.895
DF1 4.272 0.537 7.952 0.000 3.219 5.325
DF2 -0.215 0.036 -6.019 0.000 -0.285 -0.145
CF2 1.374 3.472 0.396 0.692 -5.431 8.179
TF1 -0.033 0.030 -1.121 0.262 -0.091 0.025
TF2 0.029 0.024 1.201 0.230 -0.018 0.077

stances RC101.50, RC201.50, RC108.50 and RC 208.50 in
their respective clusters and then calculate an average cost
per cluster which is represented in Figure 14. Both figures
exemplify how different zoning rules can be applied to bet-
ter adapt to the different structures of customer locations.

5.3.2. Tightness of time windows
As in the case of distance, we proceed to analyze the effect

of time in our problem by comparing instances which have a
shorter time-horizon (e.g. R/C/RC 101.50) to those which a
longer one (e.g. R/C/RC/201.50). For the case with tighter
time restrictions, it can be observed that the significant fea-
tures are only the relative distance to the depot (DF1) and
both time features. The limitation that the time constraint
produces, makes the overlap of time windows (TF2) a sig-
nificant feature in contrast with the case with longer time
horizons. Moreover, in the case with more relaxed time con-
straints the intercept becomes statistically significant yielding
a basic cost as a base from which then the first distance mea-
sure and the relative length of the time windows both add
and subtract respectively to the cost allocated for each cus-
tomer. Further, the clustering of customers has a statistically
significant correlation in this scenario as is the case with the
capacity.

In general, we observe that short scheduling horizons, al-
lowing for only a few customers to be serviced per route, yield
a higher variance of the cost allocated to each customer.

To summarize, the individual regression models of each
of the different set of instances has shown how the pricing
strategy of customers depends greatly on the configuration
of them. It can be derived that the classification of customer
configurations among the categories used results in a better
understanding of how to divide the costs when serving them.

5.4. Collaborative gains analysis
One of the main areas of focus of our work is the coop-

eration aspect of the logistics carriers in this problem. Given
that we are dealing with a collaborative scenario, we are in-
terested in evaluating the allocation of costs of each carrier
when operating individually compared to that when in co-
operation. So far, we have allocated costs based on a joint
logistic operation in which we have assumed that all carriers
share their entire pool of customers and vehicle resources so
as to achieve the most efficient service from a logistics per-
spective. There is however a reluctance of carriers to share
all their customers’ information given that this is from where
their business extracts great value.

As explained, for each of the instances modelled we have
assigned each customer in the pool to one of three carriers.
We therefore utilize our methodology within each carrier’s
operation solving the CVRPTW and using structured random
sampling to calculate the Shapley value and allocate the cost
of each customer in a partner stand-alone operation. These
results can be found in Appendix 1 under the carrier’s assign-
ment and the stand-alone cost.

Moreover, for each of the customers of the competitors,
a cost is calculated considering what would be the cost al-
located to that customer if the entire operation was to be
delivered to an identical pool of customers with the only ad-
dition of this extra one. This is represented in Figure 16. In
this scenario, the mechanism of an auction is being repro-
duced where a carrier would offer a customer to the pool of
shared customers. In 5.9a carrier 1 would offer a customer
for which it has a high cost allocated. Secondly, in 5.9b the
other carriers calculate their cost when adding this customer
to their service. Finally, the carrier with the lowest servicing
cost wins the auction given that he can pay a higher price be-
cause he can include the customer with the lower marginal
cost. This results in the transfer of this customer from one
operator to the other. Considering this, we calculate for each
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Figure 14: Cost assigned for each customer cluster in clustered instances.

Figure 15: Distribution of cost for customers in instances with randomly chosen locations.

Table 14: Linear regression results for the instances with a shorter time horizon.

coef std err z P > |z| [0.025 0.975]
const 5.490 3.071 1.788 0.074 -0.529 11.508
DF1 16.134 2.187 7.378 0.000 11.847 20.420
DF2 0.029 0.087 0.335 0.737 -0.141 0.200
CF2 -16.001 8.931 -1.792 0.073 -33.505 1.504
TF1 -5.495 0.566 -9.712 0.000 -6.604 -4.386
TF2 0.126 0.057 2.191 0.028 0.013 0.239

carrier the Shapley value for each customer of the competi-
tors. The lowest cost from the computation of other carriers’
operations is presented in the last column in the table found
in Appendix 1. Our calculations are not completely repre-

sentative of the entire auctioning process because they only
consider the first iteration of it. This proves to be sufficient
for our analysis.

We follow with the analysis of two scenarios. In the first
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Table 15: Linear regression results for the instances with a longer time horizon.

coef std err z P > |z| [0.025 0.975]
const 17.964 2.938 6.115 0.000 12.207 23.722
DF1 7.918 1.593 4.969 0.000 4.795 11.041
DF2 -0.402 0.067 -5.972 0.000 -0.533 -0.270
CF2 -98.750 35.031 -2.819 0.005 -167.410 -30.091
TF1 -1.096 0.418 -2.622 0.009 -1.915 -0.277
TF2 -0.042 0.090 -0.470 0.638 -0.219 0.134

Figure 16: Representation of an auction mechanism for the sharing of customers in a collaborative vehicle routing problem.

one, we compare the stand-alone operation of each carrier
with the grand coalition (central plan) where all customers
are shared. For the second scenario, we consider the afore-
mentioned auction mechanism in which we compare the cost
of every customer in each carriers’ operation to that of their
competitors.

5.4.1. Central plan comparison
The aim is to derive insights into which customers become

detrimental when being shared which defeats the purpose of
sharing the information in the search of reducing costs. Ac-
cordingly, we calculate customers’ Shapley value in carriers’
stand-alone operation and in a grand coalition. We then clas-
sify customers who yield a negative/positive gaining so as to
perform a logistic regression with the variables in the data.
A dummy variable is used with a value of 1 for customers
with a positive gain when shared and 0 otherwise. The aim
is to have a prediction of which customers should be shared
and which should be kept. Consistently with the rest of our
work, the instances mentioned in Section 4.2 are used. Of the
600 customers, 33 yield a negative gain. From our statistical
analysis, only the relative distance yields any statistical sig-
nificance in the explanation of the dependent variable. The
results for the regression when using only this feature are

condensed in Figure 17.
Further, the gains for each customer when cooperating

are also regressed with the features constructed so far. The
results are showcased in Table 16 where the effect of both
distance features are found to have a significant correlation.

Apart from the significant descriptive value of the dis-
tance features, there is no particular difference found for the
33 customers for which gains are negative. This constitutes a
paradox, given that the cost for these customers is higher in
the collaborative scenario than when in a partner stand-alone
undertaking, but still carriers benefit from the collaboration
as a whole when summing all customers. There is, therefore,
a contradiction between the cost-allocating problem and the
logistics problem which represents an area of potential future
work.

In general, we found a very strong correlation between
the costs allocated to customers when carriers act alone and
those when doing so in a collaborative scenario. Figure 18
shows this relationship which yields a high value of R2, con-
firming Observation 5.

5.4.2. Auction scenario
Analogously, the same procedure from the central plan

scenario is applied to the auction one. Of the 600 customers
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Figure 17: Logistic regression result when predicting a customer’s gain in collaboration.

Table 16: Linear regression results for the gains obtained for each customers when carriers collaborate.

coef std err z P > |z| [0.025 0.975]
const 8.258 1.988 4.153 0.000 4.361 12.155
DF1 6.570 1.153 5.700 0.000 4.311 8.830
DF2 -0.370 0.062 -5.931 0.000 -0.492 -0.247
CF2 11.034 9.540 1.157 0.247 -7.664 29.732
TF1 0.044 0.043 1.017 0.309 -0.040 0.127
TF2 -0.007 0.021 -0.328 0.743 -0.047 0.034

Figure 18: Correlation between savings in collaboration and costs in stand-alone allocated to customers.

studied, 167 yield a negative gain when comparing it to the
lowest servicing cost from other carriers; that is, only 167
customers are serviced with the lowest cost by the carrier
they have been assigned to. We follow with the same logistic
regression as with the case before which only has a significant
correlation with DF1 with a coefficient of 0.90. Moreover, a
linear regression model is constructed with the defined fea-
tures as independent variables and the gains by auctioning
as the dependent one. The results from the OLS regression is
shown in Table 17. Although having a low explanatory power
with an adjusted R2 value of 0.069 , the intercept has a signif-
icant statistical value. Noticeably, the only other feature with
statistical significance is DF2 measuring the degree of cluster-
ing of customers. This represents that customers which are
closer to other customers yield a lower cost for other carriers

than the one serving them.
Given the outcome observed for this scenario, it is sensi-

ble to expect all total savings of carriers when collaborating
to be positive, as our results in Section 5.1. This is explained
in the fact that the great majority of customers can be ser-
viced with lesser cost by a different carrier than the one to
which they have been assigned. In practical scenarios, de-
central collaboration can be exercised for the sharing of se-
lective customers which are found to bring the biggest cost.
In our results, we find that the average cost allocated in a
standalone operation to customers that are cheaper to ser-
vice by other carriers is 23.84 compared to 15.32 for those
which are not. This represents a significant difference of 56%
bigger cost.



F. Arroyo / Junior Management Science 9(1) (2024) 1241-1268 1265

Table 17: Linear regression results for cost of customers compared to other carriers’ cost.

coef std err z P > |z| [0.025 0.975]
const 7.561 2.288 3.305 0.001 3.077 12.045
DF1 1.669 1.371 1.218 0.223 -1.018 4.356
DF2 -0.292 0.069 -4.213 0.000 -0.428 -0.156
CF2 15.911 9.921 1.604 0.109 -3.533 35.355
TF1 0.011 0.047 0.236 0.813 -0.082 0.104
TF2 -0.027 0.023 -1.179 0.238 -0.071 0.018

6. Conclusion and recommendations

This study explores how cost allocation to customers
served in Capacitated Vehicle Routing Problems with Time
Windows can be approximated through the use of distinct
features which relate to the specific constraints of the prob-
lem. From a methodology perspective, in this exploration a
computationally efficient method to allocate costs and test
different regression models so as to find the best fit is found.
This is done by combining different methods both to solve ef-
ficiently CVRPTW with a metaheuristic solver and to allocate
costs accurately with a structured random sampling method
to approximate the Shapley value.

In the case of simple CVRP the measure of distance is
found to achieve a high explanatory power over the cost al-
located to customers when dealing with less capacitated in-
stances and low distances. Additionally, the distribution, and
therefore the uncertainty, of the allocated costs grow with in-
creasing distances where demand and vehicles’ capacity limit
the problem increasingly.

As for the CVRPTW, the main characteristics of the well-
known Solomon instances modelled, such as the clustering,
capacity and time window length, allow for the observation
of how these variables and limitations of the problem affect
the cost of the logistics operation. These observations are
confirmed by analysing the cost allocated to each customer
individually. Customer clustering and relaxation of time win-
dows is found to decrease costs. Moreover, the ratio between
customer demand and vehicle capacity and the amount of
vehicles needed in general lead to increased costs. On the
whole, it is found that costs are strongly correlated to poten-
tial savings from collaboration.

In order to approximate the calculated costs through a
linear function, this study compiles different features to con-
dense the variables affecting the problem. Consequently,
through model fitting and feature selection, the most im-
portant features are defined and a cost prediction model
is created. Later, the differences in models when working
with different instances are assessed. Most importantly, it is
concluded that the specifics of the CVRPTW, and the extent
to which the constraints limit them, are decisive when ap-
proximating the cost allocation methods through a formula.
Nonetheless, from the analysis of the instances in this study
it is inferred that a high degree of accuracy can be achieved
on the regression of costs allocated with only a small amount
of features.

All in all, the classification of practical problems accord-
ing to their constraints can result in great value to determine
which factors are of utmost relevance. In the case of clus-
tered customers, the relative distance to the depot and the
measure of clustering are of strong importance. In contrast,
with non-clustered customers, time windows gain major im-
portance due to customers not being in proximity to each
other. Further, different kinds of zoning suit better each kind
of problem. Radial zoning adjusts better for non-clustered
customers, whereas local zoning does so for clustered ones.
With respect to time restrictions, it is observed that short
scheduling horizons result in a higher variance of the costs
allocated with a dependency on time window length. In
conclusion, cost-allocating mechanisms and resulting vectors
benefit from considering the different types of categoriza-
tions analyzed throughout our work; e.g. when collaborat-
ing, carriers can align on the clustering of neighborhoods and
therefore choose to participate in only selected ones.

Two main pricing strategies are found, with their scope
depending on the problem constraints: With or without a
base price. It is derived that the classification of customer
configurations among the categories used results in a better
understanding on which strategy to utilize.

Further, this work assesses the logistic problem in the con-
text of collaboration. The gains obtained by carriers when
acting in a joint operation are determined and the impact of
constraints on their costs and potential savings analyzed. The
total sum of gains obtained by carriers when acting jointly
is found to be positive in all instances studied. In general,
there is a great degree of correlation found between the cost
of carriers when acting in a stand-alone and the gains from
collaborating. Nonetheless, a small fraction of customers is
found where the grand coalition assigns a bigger cost than
the stand-alone cost obtained with one carrier. An area of
further study is identified where the underlying reasons for
this result could be explored and whether or not the use of
the Shapley value, lacking stability from a game theory ap-
plication, could be improved as a cost allocation method.
Furthermore, from a decentralized collaboration perspective,
customers which can be served by other partners more effec-
tively are found to be 56% more costly than the rest in each
carrier’s stand-alone operation signaling for the need of fur-
ther developing this area of study.

This work is focused on deterministic scenarios. Poten-
tial paths of future research could be explored with stochas-
tic demands or uncertainties in other variables. In contrast
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with static assumptions in this research, dynamic changes
with multiple periods could also be analyzed. Concerning the
collaborative environment studied, auction scenarios repre-
sent a valuable area of further exploration. Moreover, the
assumptions of having central planning and one main depot
can be expanded into multi-depot and selective customer-
sharing problems. To complement this study, the inclusion
of more carriers and vertical integration could better enrich
this research, with multi-modal logistics adding to the possi-
bilities. In addition, the cost allocation mechanisms utilized
could be applied in areas related to environmental impacts
and their distribution. Finally, this work does not address the
cost of sharing information and the extent to which it needs
to be achieved for reasonable collaboration with regard to
profits.
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Rewarding Creativity: The Moderating Role of Personality
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Abstract

The aim of this paper is to find out if Openness to Experience and Extraversion have an interacting effect on the relationship
between monetary rewards and originality. Therefore, in an online experiment which was set up in two parts - the first part
measured participants personality level whereas the second part included a divergent thinking task, where the originality of
ideas was measured - I find that Openness to Experience and Extraversion positively influence creativity. Further, it is as-
sumed, that monetary rewards positively influence an individual’s creativity, as those individuals being rewarded for creativity
performed more creative. However, analysis indicates that there is no interaction effect as assumed. As the ability of creative
thinking is essential for companies and can even lead to a competitive advantage, the findings of this study provide useful
insights about the relevance of personality on creativity for theory and practice.

Keywords: creativity; divergent thinking, performance; personality; reward sensitivity

1. Introduction

Management problems often require new views and cre-
ative insights. Especially due to current change and global
competition, creativity is an important issue for managers
and companies, as it contributes to discovering new opportu-
nities (Biraglia & Kadile, 2017) and innovation in organiza-
tions (Amabile, 1998). Oldham and Cummings (1996) con-
clude that enhancing the creative performance of employees
is necessary for organizations to achieve competitive advan-
tage. As a result, interest has increased in identifying the con-
ditions which may influence employee’s creativity (Madjar et
al., 2002). Hence, the ability of creative thinking in manage-
ment is essential, which is typically measured through cre-
ativity tests such as divergent thinking tasks (Scratchley &
Hakstian, 2001).

Consistent with this, J. Zhao et al. (2020) measured cre-
ative performance and proposed the use of reward systems to
ensure standards. The impact of rewards on creativity has re-
ceived much attention in the literature, but only little agree-
ment on the effect of rewards (Shalley et al., 2004). Accord-
ing to Amabile (1996), extrinsic motivation negatively influ-
enced creativity, whereas Eisenberger (1992) found a pos-
itive influence by demonstrating the impact of rewards on

personal competencies. Additionally, in a study conducted
by Joussemet and Koestner (1999) the authors also found an
increased creative performance by using rewards but noticed
a decreased quality of answers. In contradiction, other stud-
ies (Yoon, Sung, Choi, et al., 2015) could not find any sig-
nificant relationship between rewards and creativity, which
demonstrates the ongoing ambiguous and unclear impact of
rewards on creative performance.

Following up on these findings, there has also been a
growing interest in the study of personality and its impact
on creativity. For instance, Sung and Choi’s (2009) analy-
sis of the moderating effect of extrinsic motivation on the
personality-creativity relation confirmed a positive influence
of extrinsic motivation on openness to experience, which re-
sulted in greater creative performance. Herrmann and Nad-
karni (2014) found out that extraversion, openness and emo-
tional stability could be related to CEO personality and cre-
ative performance. Similar results can be stated by Harrison
et al. (2019) which also propose to take firm particular sit-
uations into account, which may influence the relationship
between personality traits. Other studies focused on the re-
lation among openness, divergent thinking, and creativity in
management (Scratchley & Hakstian, 2001) and found evi-
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dence for openness as a key personality and divergent think-
ing as a key cognitive ability for creativity. This was also con-
firmed by Myszkowski et al. (2015) who claimed that per-
sonality predicts creativity and that openness to experience
can be related to the divergent-exploratory part of the cre-
ative process. In contradiction to these results, Puryear et al.
(2017) could not find any direct influence of personality on
creativity.

Although several publications have appeared in recent
years documenting the impact of motivation, creativity and
personality, research has proceeded only slowly in testing the
effects in this relationship. Further, research in this area has
resulted in almost as much contradiction as agreement. Addi-
tionally, relatively less attention has been paid to the possibil-
ity that personality characteristics might have an impact on
the reward-creativity relationship. Therefore, research evi-
dence suggests exploring the type of employees that are more
likely to engage in creative behavior (Zhou & George, 2001)
or how personality can lead to a specific behavior, which in
turn relates to firm performance (H. Zhao et al., 2010). Fur-
ther, as the effect of extrinsic motivation on creativity is con-
tradictory, more research is needed in this area focusing on
its impact on creative performance (Shalley et al., 2004) and
especially on divergent thinking, in this study measured as
originality.

In response to the scholarly call for more research in these
areas, the purpose of this study is to contribute to the ongo-
ing discussion by reviewing existing literature to extend our
understanding of the impact of personality on the reward-
creativity relationship in the strategy field. In other words,
I want to test individuals’ perception of rewards, and see
if specific personality traits, namely openness to experience
and extraversion have a higher or lower reward sensitiv-
ity and therefore, perform more or less creative. The re-
search question guiding this study is therefore, How does per-
sonality moderate the relationship between monetary rewards
and originality? To research this, I conducted an online ex-
periment among individuals with a (strategic) management
background and tested their levels of personality as well as
their ability for divergent thinking. Interestingly, this study
approved openness to experience and extraversion being rel-
evant factors for creativity, as well as financial rewards hav-
ing an impact on creative performance, even though the mod-
erating effect of personality could not be found in this sam-
pling.

This study contributes to existing literature by making
a new contribution to the ongoing debate on the reward-
creativity puzzle. Research testing the impact of rewards
on performance have yielded inconsistent findings (Amabile,
1996; Eisenberger, 1992) and only a few studies tested its
impact on divergent thinking (Sung & Choi, 2009). How-
ever, to the author’s best knowledge, no publications can be
found in the literature discussing the issue of personality as
a moderating factor between extrinsic motivation and cre-
ativity. Hence, this is the first study that empirically tests
the moderating role of personality on extrinsic rewards and
creativity as originality. Useful insights for theoretical appli-

cation can be gained, as there is no literature focusing on this
research gap, although the scholarly call for research in this
area is clearly defined. Further, this study has also practical
implication for management. The results of this study can be
useful for managers in terms of recruiting, appraisals, pro-
motions or motivating employees, as it provides insights into
the impact of personality characteristics on creativity.

The section that follows presents the literature review
and hypotheses underlying this study. Next, and drawing
upon data from 141 participants operating in the manage-
ment field, the methodology and empirical findings are pre-
sented. The study concludes with a discussion of the re-
sults, their theoretical and managerial implications, future
research suggestions, and a conclusion.

2. Literature Review and Hypotheses

2.1. Creativity and the Importance of Divergent Thinking
This study adopts the dominant scholarly definition of

creativity using a product-based approach to creativity. Cre-
ativity is defined as the production of novel and useful ideas,
solutions, or products (Amabile, 1998) and is essential in
a volatile business climate, where firms compete to create
or maintain their competitive advantage (Walker & Jackson,
2004). Therefore, great effort has been devoted to the study
of creativity (Byron & Khazanchi, 2012; Dollinger et al.,
2004; George & Zhou, 2001; Mumford, 2000; Runco, 2007).

According to Barron and Harrington (1981), one way to
measure creativity is through divergent thinking tests, which
are often used in the literature (Chamorro-Premuzic & Re-
ichenbacher, 2008; McCrae, 1987; Myszkowski et al., 2015).
Additionally, the authors propose two factors concerning di-
vergent thinking, namely the field-specific relevance of di-
vergent thinking abilities and the state of knowledge regard-
ing creativity in a given field, and the role of intelligence in
divergent thinking. In regards to test instructions and test
conditions, the authors claim that when divergent thinking
instructions to be creative were combined with scoring pro-
cedures, the results were more significant regarding creativ-
ity. They further propose that the divergent thinking ability
and traditional measures of intelligence vary widely depend-
ing on the divergent thinking test, the sample heterogeneity,
and the testing conditions.

However, research has identified contradictory views on
differencing creativity and divergent thinking. While some
authors use both concepts similarly (Silvia et al., 2008), oth-
ers argue for its need to differentiate, as the former may de-
scribe several abilities of acting creative, while the latter de-
scribes a cognitive process for creative problem-solving and
idea generation (Runco et al., 2008). Nonetheless, it has
been noted that most of the literature uses both terms consis-
tently. In fact, even though over the last several decades there
has been a discussion regarding distinctions of concepts, this
study could not find any contrasting views or research deny-
ing the importance of divergent thinking.

It was Guilford (1956) who first proposed a difference
between the two information processing modes divergent
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thinking and convergent thinking, which can be understood
as creative problem solving. Managers often not only have
to diverge and find solutions but also converge and decide
on the best solution (Myszkowski et al., 2015). Hence,
while divergent thinking involves the search for a solution
to a given problem for which there are multiple possible
answers (Runco, 2007), convergent thinking can be under-
stood as finding and selecting the one best response (Lubart,
2016). Additionally, the ability of divergent thinking results
in an advantage to generate and construct a wide range of
novel and original ideas, which builds the basis for creativity
(McAuliffe, 2016).

To measure creativity, divergent thinking tasks have re-
ceived much more attention in the literature and are often
used as they provide the most reasonable results (Runco,
2007). Tasks measuring divergent thinking consist of differ-
ent open-ended questions asking for creative uses and solu-
tions for everyday objects. The most common scoring meth-
ods used in the literature are based on originality, fluency,
and flexibility. Originality represents the number of unusual
or unique ideas, fluency stands for the number of ideas in
general, and flexibility refers to the number of different cate-
gories implied by the ideas (Runco & Acar, 2012). The scor-
ing method in this study will focus on originality.

In a study testing how middle and senior managers’ char-
acteristics influence decisions, Behrens et al. (2014) for in-
stance found out that the ability of divergent thinking in-
creases with the level of experience. In contrast to this, Ames
and Runco (2005) tested the divergent thinking ability of en-
trepreneurs and found lower scores regarding their original-
ity. These results could indicate that entrepreneurs rely too
much on their experience resulting from their own business
knowledge, instead of their skills of generating novel ideas.
This may also imply the importance for managers, as their
ability to creative thinking changes over time and hence their
contribution to performance. Therefore, managers should
not only focus on experience, but also on their skills for di-
vergent thinking.

To conclude, it seems reasonable to reinforce the as-
sumption that divergent thinking can be seen as a key cog-
nitive ability for creativity (Scratchley & Hakstian, 2001)
and hence, that originality is essential for strategy and man-
agement. Now that we have determined the importance of
creativity, the question arises as to how divergent thinking
can be positively influenced or even increased. A possible
answer to this question will be addressed in the next chap-
ters.

2.2. The Influence of Rewards on Divergent Thinking
Pay for performance is the most common practice used

by organizations to increase employee performance and mo-
tivation (Gupta & Shaw, 2014). When employees are being
rewarded for creativity, they understand they have to provide
novel but also useful ideas (Sue-Chan & Hempel, 2016).

Thus, scholars have identified two different types of mo-
tivation, intrinsic and extrinsic motivation, whereby an indi-
viduals’ perceived self-determination plays an essential role

(Deci & Ryan, 1985). Theory indicates that intrinsic moti-
vation can be understood as a desire to act based on enjoy-
ment and interest (Amabile, 1998), while extrinsic motiva-
tion can be interpreted as a motivation on the result of ac-
tion provided by others. In addition, Amabile (1998) claims
that people are even most creative, when they feel intrinsi-
cally motivated, satisfied and challenged by the work itself.
Malik et al. (2019) claim that employees with intrinsic task
motivation spend their resources and time in creative efforts
without the wish or expectation of getting rewarded. How-
ever, intrinsic and extrinsic motivation can appear in both, a
temporary state form affected by the environment or a more
stable personality trait form, relatively consistent across time
and situations. Further, findings also suggest that intrinsic
and extrinsic motivation can be seen as orthogonal, which
indicates that individuals can be for instance motivated by
both, money and personal challenge (Amabile, 1993).

Nonetheless, scholars argue for its need to differentiate
the types of motivation when it comes to creativity and claim
that "motivating creative performance is fundamentally dif-
ferent from motivating routine performance" (Byron & Khaz-
anchi, 2012, p. 809). Further, there are also different re-
search streams when analyzing the effect of rewards on cre-
ative performance. While some authors focus more on cogni-
tive effects and argue that rewards undermine intrinsic mo-
tivation as individuals perceive rewards as controlling which
decreases creativity (e.g. Joussemet and Koestner, 1999),
others take its’ behavioral effect into account and claim that
rewards provide information which may guide an individu-
als’ goal-directed behavior which in turn results in increased
creativity (e.g. Eisenberger, 1992).

When testing the effect of rewards, scholars predict that
rewards implying regulation or control may decrease an in-
dividuals’ perceived competence, intrinsic motivation and
creative performance. A meta-analysis conducted by Byron
and Khazanchi (2012) differentiates between (1) creativity-
contingent rewards, which are rewards given for creativity,
(2) performance-contingent rewards, which are rewards
given for performance without defining a creativity criterion,
and (3) completion-contingent rewards, which are rewards
for completing tasks without stressing creativity as a factor
for valuation. According to their results, the former seems to
be the one most positively related to creativity, as it clearly
directs an individuals’ effort toward creativity and hence,
increases creative performance.

The authors have further identified several moderators
that affect the relationship between rewards and creativ-
ity, namely clear definitions for creativity criterions, positive
feedback on performance, and balanced autonomy. This in-
dicates that not only the nature of rewards is essential (Malik
et al., 2015), but also the context in which the reward might
be offered (Amabile & Gryskiewicz, 1989; Amabile et al.,
2002; Hackman & Oldham, 1980; Oldham & Cummings,
1996) and the motivation behind (Amabile, 1998).

Moving on to extrinsic motivation, the situation becomes
more complex. Despite the popularity of using extrinsic moti-
vators such as monetary rewards to enhance creativity, there
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is still little agreement on the effect on creative performance
(Shalley et al., 2004). According to Amabile (1996) and Deci
et al. (2001), rewards undermine employee creativity. As al-
ready indicated, research proposes that individuals may per-
ceive rewards, namely performance-contingent rewards, as
negative because they feel their performance is being deter-
mined based on controlling reward mechanisms (Malik et al.,
2015). Perry-Smith and Mannucci (2017) even argue that re-
wards might negatively affect the generation of novel ideas
because they might detract from the cognitive thinking pro-
cess.

To test this, Kruglanski et al. (1971) asked students in an
experiment to think of adequate titles for a paragraph; no fur-
ther information was given about the nature of the titles. The
authors noted that those promised a reward produced fewer
creative answers, than others not receiving a reward. In re-
sponse to this study, Eisenberger and Rhoades (2001) used
the same test and asked participants to generate creative ti-
tles for a story. The main difference this time was that partici-
pants were informed that the experiment was about reward-
ing creative performance. Interestingly, in this study, those
participants being rewarded for creativity, achieved much
better results. In fact, this leads to the assumption that par-
ticipants might perform better in creative tasks, as long as it
is clearly defined, that the reward is given for creativity. In
addition to this, research proposes that rewards only enhance
creativity, when they are perceived as important (Yoon, Sung,
& Choi, 2015).

But there are also other studies following different ap-
proaches and proposing other views. Huo (2020) for in-
stance, tested the effect of rewards on divergent thinking by
using three different incentive schemes. The first condition
was a fixed incentive regardless of the performance, for the
second condition the incentive was an average amount plus
additional money for each solution and the last condition
provided a conceptual replication of condition one including
public recognition. As a result, even though the creative per-
formance was higher for the second condition, no significant
correlation could be found between performance incentives
and divergent thinking. Also, other studies (George & Zhou,
2002) tested the effect of rewarding creativity on divergent
thinking and could not identify any significant correlation.

In addition to the ongoing debate, Bonner et al. (2000)
propose that the more complex the cognitive task, the less
likely incentives may lead to improved creativity. Baer et
al. (2003), tested the relationship between extrinsic rewards
and creativity among employees and found a positive rela-
tionship between extrinsic rewards and creativity for simple
tasks and a weak relation for more complex tasks. The results
obtained by Webb et al. (2013) are in line with these propo-
sitions and add that assigning participants to easy tasks with
a fixed reward leads to higher creativity, than those assigned
to complex and challenging tasks or target-based pay.

In contradiction, F. Li et al. (2017) report higher percep-
tions of rewards, the more challenging the task. This finding
is also in accordance with the research of Byron and Khaz-
anchi (2012) who claim that especially for rewards given

for creative performance, task complexity plays an essential
role. The authors argue that a higher task complexity is more
likely to increase an individuals’ perceived competence and
will also be more intrinsically motivating, which is why in-
dividuals will be more engaged and creative. In this context
it should also be considered that employees might become
more creative when they start feeling more confident in their
work tasks, which could be a possible solution for these con-
tradictory findings (Tierney & Farmer, 2002).

While some studies reported a negative influence and
other studies found no influence, Eisenberger (1992) in con-
trast found a positive influence on creative performance by
stating that rewards have an impact on personal competen-
cies. These results can also be approved by Joussemet and
Koestner (1999) which also noted an increased performance
by rewarding creativity, but a decreased quality of answers.
In contradiction, Byron and Khazanchi (2010) confirm the
positive influence of creativity-contingent rewards on creativ-
ity itself, but state that extrinsic rewards may harm the over-
all performance.

Following the assumption that rewards may positively in-
fluence creative thinking, Kachelmeier et al. (2008) found
evidence for the proposition that “quantity-based compensa-
tion improves quantity and that creativity-based compensa-
tion improves average creativity” (p. 343). Other studies
(Eisenberger & Rhoades, 2001) proposed that specific con-
tingency rewards for creativity may increase extrinsic motiva-
tion, while general rewards for high performance may rather
increase intrinsic motivation. Additionally, it was confirmed
that giving rewards for creativity for one task, also increased
the creativity for subsequent tasks.

Moreover, Saether (2020) conducted a study among over
300 employees testing the impact of rewards on their di-
vergent thinking. The author assigned the participants ran-
domly into five groups, one of which performance was not re-
warded. The other groups were manipulated in terms of the
amount of money and instructions that should influence their
motivation and perception of justice. As a result, creativity
was increased when rewards were evaluated as fair. This also
shows the importance of how the perception of fairness in-
fluences creative performance among participants, which can
also be translated to employees in general. However, since
Saether (2020) introduces another variable, namely the time
at which the reward is to be paid, I argue that it might be no
longer clear whether the motivation to be creative is related
to the expected reward or whether the time has a stronger in-
fluence. It may be possible that some participants would have
provided more creative results, but given different timelines,
measuring the impact of the reward itself becomes ambigu-
ous.

In fact, there are different views and results on the effect
of rewards on performance or creativity, all stating different
reasons for why or why not there might be a positive or nega-
tive outcome when using rewards. Kohn (1993) for instance
claims that when organizations make use of rewards and in-
centives, people become even less interested in their work
and wait for incentives before expending effort.
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To conclude, even though research in this area testing the
effect of monetary rewards on divergent thinking is contra-
dictory, recent literature seems to provide more arguments
for a positive influence on creativity, as long as it is clearly
stated what the reward is given for. In this sense, I believe
that this study will provide similar positive results. Further,
this study not only wants to understand the reasons for these
contradictory findings but also adds to existing literature by
offering a new and different view on the rewards-creativity
puzzle, which hasn’t been solved so far. In fact, I assume
that based on the findings the relationship between rewards
and creativity might be more complex, which leads to the as-
sumption that other moderators are at play here and might
possibly impact the perception of rewards or the ability to
creative thinking and problem solving.

Therefore, this study wants to explain those differences
by taking personality traits into account, to test their influ-
ence. On the one hand I argue that personality might pre-
dict the creativity of individuals’ and on the other hand there
might be differences in terms of how rewards are perceived
and how this might impact an individuals’ performance based
on his or her personality. Even though literature has men-
tioned their importance, no research has clarified their re-
lationship. Therefore, in a first step, this study assumes a
positive impact of rewards on creative performance.

Hypothesis 1. Monetary rewards for creativity are
positively related to originality.

2.3. The Influence of Personality on Divergent Thinking
The study of personality is a very large field with an un-

manageable number of theories, models, or measurements
and there has been research in many areas testing if person-
ality characteristics can be associated with creative achieve-
ments. Interestingly, there is a stable set of core characteris-
tics such as broad interests, attraction to complexity or intu-
ition pointing out how a creative personality could look like
(Barron & Harrington, 1981).

In contradiction, not all scholars agree with the assump-
tion of linking personality characteristics to creative perfor-
mance. Zhou (1998) criticizes the dominant view of existing
research on judging ideas based on their creativity and claims
that mental processes through which those ideas are devel-
oped should be stressed more in research. Additionally, the
author states that contextual variables may be more effective
in predicting creativity than personality.

However, Amabile (1998) states that creative thinking
refers to an individual’s ability to solve problems, which also
depends on his or her personality. Therefore, especially the
personality of CEOs, managers’ and leaders has emerged as a
relevant topic in the strategic management field when exam-
ining personality traits, as their personalities can have a ma-
jor influence on strategic decisions and may determine per-
formance implications (Peterson et al., 2003). According to
this, some personality traits might predict a stronger focus
on tasks, flexibility or risk-taking, while other traits might en-
hance passivity or dominance (Herrmann & Nadkarni, 2014).

Amabile (1983) claims that besides other factors, personality
characteristics such as self-discipline, perseverance or inde-
pendence are creativity-relevant skills and hence, related to
creative thinking. In addition, Mumford (2000) predicts that
creative individuals display a high degree of autonomy and
are typically the ones developing new ideas.

Considering that the Five Factor Model (FFM) is one of
the most known and used models to measure personality,
scholars have already demonstrated its generalizability, va-
lidity and reliability in various studies (Costa & McCrae,
1992a). Further, other studies (H. Zhao & Seibert, 2006)
have shown that the FFM traits are important drivers of
individual human behavior and performance. Hence, this
model, more specifically a shorter version of it (BFI; John
and Srivastava, 1999), is also used for this study to measure
its relation to creativity.

As Openness to Experience and Extraversion are gener-
ally predicted to have positive relationships to creative per-
formance, this study wants to test if these results can also be
achieved for divergent thinking, namely originality. There-
fore, the focus lies on these two traits when testing personal-
ity and the creativity rating is based on the number of unusual
or unique ideas (Runco, 2007).

2.3.1. Openness to Experience
Leaders with a high level of openness are more likely to

express new ideas, are more flexible and open to changes and
new experiences (Judge & Bono, 2000). Further, they seek
out information, are able to identify more creative solutions
for problems and are better in sensing and seizing opportu-
nities (Shane et al., 2010).

Openness to experience “seems to be the most strongly
tied to creativity” (Runco, 2007, p. 296) and is predicted
as being a key personality for creativity (Dai et al., 2019;
Harrison et al., 2019; Herrmann & Nadkarni, 2014; Nadkarni
& Herrmann, 2010; H. Zhao & Seibert, 2006; H. Zhao et al.,
2010). This is also confirmed by other studies testing the
relationship between creativity and personality (Dollinger et
al., 2004).

Myszkowski et al. (2015) for instance, found that man-
agers with high levels of openness were able to find more
ideas on management problems in divergent thinking tasks
than others. To test this, they asked over 100 management
students and designed their own creativity measures. The
experiment consisted of two tasks each for divergent and
convergent thinking and they rated creativity based on flu-
ency, which represents the number of ideas. But also, other
studies have consistently identified the positive relationship
between openness to experience and divergent thinking and
even claim that “creativity is uniquely related to openness to
experience” (McCrae, 1987, p. 1263).

Furthermore, King et al. (1996) tested the relation among
personality, creative ability and creative accomplishments
among psychology students. The authors used the verbal
component of the Torrance Test of Creative Thinking (TTCT)
which consists of six different tasks such as unusual uses, or
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supposing tasks. All answers were rated on two criteria, flu-
ency and originality and as expected, openness to experience
is positively related to both criteria. What the authors inter-
estingly point out in the discussion section is the question
why individuals with high levels of openness to experience
give more creative answers. By trying to find an answer
to this question they predict that those individuals might
value creativity or novelty differently and might recognize
potential situations as more creative than others.

Even from another point of view, namely a neuroscience
view, W. Li et al. (2015) find support for the assumption that
openness might positively influence the ability of divergent
thinking. In fact, the authors propose that individuals with
personality characteristics such as high levels of imagination,
curiosity, challenge or risk-taking are more likely to have sci-
entific discoveries than others. They conclude with suggest-
ing that openness plays an important role in shaping an indi-
vidual’s creativity.

However, besides openness being positively related to cre-
ativity, George and Zhou (2001) also found out that creative
answers were highest, when those individuals had unclear
ends on their jobs and unclear means. This implies that the
more freedom and autonomy people have, and less structure
is given in tasks, the higher the ability to develop their cre-
ativity.

In fact, all these results indicate that openness to expe-
rience is a necessary personality trait in order to explore a
high number of creative solutions to problems. Interestingly
no literature could be found stating the opposite or present-
ing negative results for this trait when measuring creativity.
It even seems impossible to assume different results as those
presented in this study, since openness is being present as a
key factor for creativity.

To conclude, there is no reason to expect different results
for originality in a more strategic context as I assume that
individuals working strategically also rely on openness and
will give creative answers.

Hypothesis 2a. Openness to experience will be pos-
itively related to originality.

2.3.2. Extraversion
Individuals with a high level of extraversion tend to be en-

thusiastic and ambitious, which results in a proactive behav-
ior by actively engaging in tasks and trying to find novel ideas
(Raja et al., 2004). In contradiction, a low level of extraver-
sion indicates a more quiet, introverted behavior (Costa &
McCrae, 1992a).

However, several authors have tested the effect of ex-
traversion on creativity, some of them also included addi-
tional variables in their analysis to test the importance of
personality. According to Sung and Choi (2009, p. 944),
their study indicates that “extraverts tend to seek novel ways
of doing tasks and (...) confront problems instead of avoid-
ing them” which leads them to propose a higher creative
performance for extraverts. Furthermore, Gocłowska et al.
(2019) tested the relation between extraversion, divergent

thinking and creating novel ideas and found a positive rela-
tionship. Further, the author proposes that extraversion is,
besides openness to experience, one of the creativity-related
personality traits and conclude with confirming that novelty
seeking is linked to extraversion and leads to greater diver-
gent thinking.

Following this assumption, Kaspi-Baruch (2019) for in-
stance, tested the moderating effect of goal orientation on
extraversion and creativity and proposed a positive relation-
ship. The experiment was conducted online using an adapted
version of the Alternative Uses Task (AUT; Guilford, 1967) to
test creativity. One point was awarded for every original an-
swer. Indeed, as the results indicate, extraverted individuals
seem to be the most creative, when they are motivated and
oriented toward learning. A possible limitation I see in this
study is that it might not be very representative, since 80% of
the participants are female and the answers could therefore
be biased.

In their study, Chamorro-Premuzic and Reichenbacher
(2008) explored the effects of the Big Five personality traits
and threat of evaluation on divergent and convergent think-
ing among students. Their results show that extraversion
indeed predicts divergent thinking and is an important trait
for creativity. This is explained by arguing that extraverted
individuals might have an intrinsic motivated advantage in
divergent thinking tasks and outperform their introverted
counterparts, especially when they are being evaluated.
However, the authors state that extraversion can be seen
as facilitator for divergent thinking and is also related to
actual creativity and not only to measured creativity.

Nonetheless, Nadkarni and Herrmann (2010) also con-
firm a positive relationship between extraversion and cre-
ative thinking. In their study, the authors tested the rela-
tionship between CEO personality, strategic flexibility, and
performance. They state that strategic flexibility influences
creativity and hence, tested the moderating effect of it on ex-
traversion using the NEO Five Factor Inventory. Moreover,
Weiss et al. (2020) noted a strong correlation between ex-
traversion and divergent thinking and pointed out that ex-
traversion was the strongest trait measured in their study re-
lated to divergent thinking.

Indeed, extraversion is consistently determined to have
a positive relationship with creativity, regardless of whether
this involves the personality of CEO’s, managers or students.
It seems likely to assume that according to the incorporated
literature, extraverted individuals are more likely to gener-
ate more ideas in creativity tasks and will engage proactively
to perform better than others. In fact, it is also quite likely
that we will find the same result for originality in this study,
since this is a part of divergent thinking and no contradictory
results could be found stating the opposite.

Hypothesis 2b. Extraversion will be positively re-
lated to originality.
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2.4. The Moderating Role of Personality
Given the contradictory findings of the effect of rewards

on divergent thinking, research should explore the reasons
under which rewards have positive, negative or neutral ef-
fects on divergent thinking (Baer et al., 2003) by taking other
views into account. As part of a possible solution to this puz-
zle, I focus on personality in this section and want to test the
reward sensitivity of individuals’ personality traits, namely
openness to experience and extraversion by offering a reward
for creativity. With that in mind, it should be considered that
individuals’ personalities have different characteristics which
respond differently to motivational factors such as extrinsic
rewards (Shalley et al., 2004; Shaw et al., 2003).

It might be reasonable to argue, that some personalities
may have a higher sensibility for rewards than others. In this
context, reward sensitivity can be understood as “an incen-
tive motivational state that facilitates and guides approach
behavior to a goal” (Depue & Collins, 1999, p. 495). There
are also other similar research approaches in this field test-
ing the impact of personality on income and salaries. Hence,
literature suggests that it is possible that personality may act
as a moderator by interacting with rewards and how they are
perceived (Wu & Zumbo, 2008).

Despite extensive research, no literature was found test-
ing this moderating effect in this relationship. Most research
in this area is focused on testing the rewarding effect on cre-
ative performance by taking different variables into account,
such as fairness or different forms of manipulations (Saether,
2020), to contribute to the contradictory reward-creativity
puzzle. Other studies tested the effect of all five personality
traits on creativity to discover specific traits related to diver-
gent thinking (King et al., 1996) or focused on differences
between intrinsic and extrinsic motivation regarding creativ-
ity (Malik et al., 2019).

Therefore, related literature and results on openness to
experience, extraversion, financial incentives, rewards and
creative performance will be drawn together to present a
status-quo in this field.

2.4.1. Openness to Experience
Openness to experience involves interest in novel things,

ideas or knowledge and is related to characteristics such as
being imaginative or adventurous (Shi et al., 2016). Further-
more, as we have already stated, this personality trait is the
closest one related to creativity (Kaufman et al., 2015; Nad-
karni & Herrmann, 2010). Hence, even though its relation
to creativity might be clear, testing if there is a possible in-
teraction effect on the reward-originality relationship might
reveal new insights which could contribute to this debate.

An interesting study has been conducted by Sung and
Choi (2009) who tested the moderating effect of intrinsic
and extrinsic motivation on personality and creativity among
business school students. Even though the moderator is a dif-
ferent one compared to my study, we find interesting implica-
tions here. Besides their proposition that extrinsic motivation
might have a positive effect on creativity, the authors add that

extrinsic motivation may offer a stage where individuals can
behave in accordance with their personality trait. According
to their study design, they argue that motivation might cre-
ate a setting in which an individual’s openness to experience
can be activated to enhance creative performance. Indeed,
the authors’ hypothesis was supported, confirming a positive
interaction effect of extrinsic motivation on openness, result-
ing in a greater creativity. However, what should be viewed
critically is the extrinsic motivator the authors use. Most re-
search provides monetary rewards to measure the impact of
extrinsic motivation, while the experiment in this study pro-
vided gift certificates to students. In my opinion, I think it is
necessary here to critically question the influence of the ex-
trinsic motivator. Moreover, the authors talk about creative
performance, but without going into more detail about what
exactly is meant by this.

In another study (Heineck, 2011), the author tested the
relationship between personality traits and market success in
the United Kingdom by taking monetary effects into account.
It should be noted that although this study does not measure
creativity, it still focuses on performance differences as an
outcome. The author used data from the British Household
Panel Survey and a fifteen-item questionnaire to capture the
personality dimension. The results indicate a positive rela-
tionship between openness to experience and wages, which
may also be considered for rewards.

This raises the question if besides the positive relation-
ship between openness and wages, there is also evidence for
openness reacting more sensitive than other traits to rewards
and payments. To test this, Vandenberghe et al. (2008) con-
ducted a study among 967 participants to find out, which
personality trait was most attracted to total rewards and its
components such as variable or indirect pay, but also prestige
and the quality of social relationships at work. Their results
showed that openness best predicts the importance employ-
ees give to total rewards. Regarding bonus payments, the
authors claim that “people who are curious and open to ex-
perience tend to ascribe greater prominence to bonuses (...)”
(p. 442).

Openness to experience has proven to be a trait that has
a positive impact on creativity (Myszkowski et al., 2015;
Runco, 2007). Besides, Sung and Choi (2009) have shown
the interaction effect of extrinsic motivation on openness and
creativity. Hence, if there is a positive interaction effect of
extrinsic motivation on openness, it might be reasonable to
assume similar results for openness interacting with rewards,
by offering a similar stage for individuals’ to behave more or
less creative according to their reward sensitivity.

Nevertheless, there is also research proposing extraver-
sion instead to be the personality trait most attracted to com-
pensation (Lucas & Diener, 2001), as they argue that those
individuals are more risk tolerant and engage more in social
interactions. Contrary, openness to experience is linked to
seeking new challenges, development and new opportunities
(Barrick & Mount, 1991).

In fact, I assume that it seems likely that individuals with
high levels of openness, as this trait stands for making new
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experiences and being open for novel ideas, might perceive
extrinsic rewards as positive which in turn might increase
originality. Therefore, this study predicts a higher reward
sensitivity for those individuals with high levels of openness.

Hypothesis 3a. Openness to experience will posi-
tively moderate the relationship between rewards
and originality.

2.4.2. Extraversion
Extraverted individuals are open, sociable, talkative, have

positive emotions and thoughts and enjoy interaction with
others (Gocłowska et al., 2019; King et al., 1996). Re-
search also indicates that extraverted individuals might have
a stronger reaction to reward-approach situations than oth-
ers (Smillie et al., 2012), but more focus is paid on brain
systems and connections in the literature, rather than on
taking a behavioral approach.

Interestingly, when it comes to defining the core features
of extraversion there are contradictory findings in the litera-
ture, finding evidence for either social interaction or reward-
sensitivity being the key determinants for extraversion (Ash-
ton et al., 2002). The authors state that it might be possible
that “extraverts are sociable because (a) reward sensitivity is
the core of Extraversion and (b) social situations tend to be
rewarding” (p. 245).

In a study conducted by Speed et al. (2018), the authors
tested the relationship between extraversion on reward sen-
sitivity. Their results indicate that extraversion was associ-
ated with reward sensitivity, but only when neuroticism was
low. Interesting in this study was further the approach the
authors used to test the participant’s reward sensitivity. They
presented two identical doors on a computer screen to the
participants, asking them to select one. Additionally, the par-
ticipants were told that they could either win or lose money,
depending on which door they chose. Participants did not
know where the reward was hidden. In my opinion, the fact
that participants could also lose money is interesting, as no
other studies could be found testing similar effects, but also
raises the question if being rewarded and losing money can
be tested equally. I wonder what specifically the study is at-
tempting to establish with this. On the one hand, it agrees
with previous findings and hypothesizes that extroverts re-
act positively to rewards. But I wonder if the same is true
for losing money. However, another critique on this study re-
garding its validity, is that the study has been conducted on
adolescent girls only and therefore cannot be generalized.

In line with these findings the American Psychological As-
sociation conducted a study (2021) on approximately 300
participants, testing possible effects of personality traits such
as extraversion but also neuroticism or depression on reward-
sensitivity. From a neuroscience point of view, their find-
ings suggest that extroverts may have certain connections in
their brain system that tend to perceive reward systems as
a greater incentive than others. However, even though the
foundation for reasoning is a different one, the results stat-
ing a higher reward-sensitivity for extraverts are similar.

In returning to a behavioral approach, Gocłowska et al.
(2019) focused more on the extraversion-creativity relation-
ship and tested the effect of extraversion on novelty seeking
and divergent thinking. To test the divergent thinking, the
authors used two alternative uses tasks, asking for creative
ideas for a "cable" and a "tin can", each to solve within two
minutes. They rated the ideas based on originality and fur-
ther paid every participant a monetary reward of five euros
for participating in this study. Their results indicate that nov-
elty seeking is linked to extraversion and can further lead
to greater divergent thinking. A possible limitation could be
seen in the short time of two minutes, given for each task, as
some individuals may come up with a lot of ideas in a short
amount of time, while others might need more time to gen-
erate novel ideas. Hence, I assume this might have an impact
on the results.

Further, Fulmer and Walker (2015) found evidence for in-
creased creativity and productivity for high extraverted peo-
ple in less structured tasks, but also state that the difference
to less extraverted people is rather small. Similar results can
also be approved by Sung and Choi (2009). Other studies
(Stewart & Bobko, 1996) also tested the interaction effect of
reward payments on the relationship between extraversion
and sales performance for sales representatives and equally
proposed a higher sensitivity for rewards for extraverted in-
dividuals and hence, predicted a positive effect resulting in a
better performance.

To conclude, various studies indicate that extraverted in-
dividuals might be more reward-sensitive and might perform
better than other individuals, when it comes to competition.
In this case, rewards would positively influence creative per-
formance. Therefore, this study assumes that similar results
might be found testing the moderating effect on the reward-
originality relationship in a strategic context.

Hypothesis 3b. Extraversion will positively moder-
ate the relationship between rewards and original-
ity.

To give an overview of all the hypotheses presented
above, Figure 1 represents this study’s conceptual model
showing the relationships being analyzed.

3. Methodology

3.1. Data collection
I collected data over a period of one week using personal

connections on the one hand, and by making use of these
connections to find more participants. This approach allowed
me to be aware of the academic and/or working background
the participants in this study had, which also ensured the
strategic context of this study. Additionally, the link to this
experiment was posted on LinkedIn, an online platform for
professional business networking and in several social me-
dia groups with students studying business administration,
management or strategy.
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Figure 1: Conceptual Model

Even though this approach allowed me to find a high
number of participants, there are still limitations and weak-
nesses concerning this approach. However, due to this sam-
pling method, I cannot exclude a bias among the participants.
First, as this sample was focused on a specific field of partici-
pants, it does not represent the population, which should be
considered regarding the explanatory power of the results.
Second, by using personal connections, I have to assume cer-
tain weaknesses in this study regarding participant’s motiva-
tion to give answers that are more likely to fit into this re-
search, even though the purpose of this study was revealed
after finishing the survey and no influencing information was
provided beforehand. Third, due to the sharing of the link
in social platforms, there was a higher dropout rate than in
other sampling methods, which should be taken into account.

3.2. Sample
The sample was composed of 141 participants (no reward

condition = 70, reward condition = 71), of which 76 were
female, 61 male, and 4 preferred not to say, aged from 18
to 63 years old (M=29.84, SD=9.859). In terms of educa-
tion, 2 had no high school degree, 9 had some college but
no degree, 13 had a high school degree, 55 had a bachelor’s
degree, 51 had a master’s degree, 9 had a PhD or higher,
and 2 did not indicate their educational level. Regarding the
employment status, 58 were students, 70 were employed, 7
were self-employed and 6 were currently not working. The
level of working experience averaged about 7.33 years.

3.3. Setting and Procedure
Pre-test. Several days before distributing the online ex-

periment to participants, I conducted a pre-test to find pos-
sible mistakes, unclear formulations and to receive feedback
on the survey design. Therefore, three volunteers agreed to
do the testing and give feedback. As those volunteers tested
both conditions and were informed about the setting, they
did not participate in the experiment. Feedback was given es-
pecially on the timing for the divergent thinking task, which
was supposed to last for 6 minutes but was then, after pro-
cessing the feedback, reduced to 4 minutes, as the task was
described as too long. Additionally, small adaptations were
made in the experiment by highlighting some words in the

text or adding an explanation for the divergent thinking task
on how to type in the answers.

Experiment. The study consisted of two phases, with the
personality test first and the divergent thinking test second.
Participants completed the study online in Qualtrics, which
is an online survey experiment software. I chose to conduct
an experiment, as this allows for manipulating variables and
then observing the corresponding difference in the outcome -
in this study, namely manipulating the rewarding condition,
to test possible differences in the creative performance. The
experiment lasted approximately 8 minutes.

Participants were randomly assigned to a reward or no-
reward expected condition. For the analysis of personality
traits this study focused on the Five Factor Model (Costa &
McCrae, 1985) using the question repertoire of the Big Five
Inventory for openness to experience and extraversion on a
5-point Likert scale (BFI; John and Srivastava, 1999). Before
introducing the second part, participants were informed, that
the following task was about creativity and that they would
be rated for originality by an objective judge. Participants in
the reward condition were further informed about the possi-
bility to win a reward. Rewards were of medium size (20€ )
and were given to the Top 5 participants with the best scores
in originality after analyzing the results.

For the second part measuring the divergent thinking
ability, this study used an adapted version of the Alternative
Uses Task (AUT; Guilford, 1967). Participants were provided
with the name of a common object and instructed to think
of uncommon or original uses for this object. The time limit
to complete the task was four minutes. The task included
the following instructions: “In this task you are asked to use
your imagination and be creative. Please note, that there are
no wrong answers. Think of all the uses that come into your
mind for a fork”. The aim of the task was to find as many
original ideas as possible to provide creative solutions.

At the end of the experiment participants were asked to
answer some short questions about their enjoyment of the
creativity task and some demographic questions. After all the
tasks were judged, the 5 best participants were contacted via
email on April 16th 2021, to transfer the promised reward.
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3.4. Measures
Reward. The independent variable consisted of two dif-

ferent conditions, a no reward condition and a 20 Euro re-
ward condition. The tournament reward was given to the
top 5 participants with the best creative answers according
to the originality rating. I decided to use such a reward, as
the evaluation of each individuals’ performance was depen-
dent on the overall performance, which should increase the
competitiveness of participants and hence, their creative per-
formance. Tournament rewards are often used to develop
innovative ideas and the participation of individuals is often
motivated by money, the love for competition or curiosity-
seeking (Morgan & Wang, 2010). As this study is focused on
creativity, the aim was not to develop innovative outcome,
but novel, useful, and creative ideas according to individu-
als’ ability to divergent thinking.

Regarding the size of the reward, several studies indicate
that there is no significant effect on performance outcomes,
which suggest that a higher reward does not automatically
lead to better results (Holst-Hansen & Bergenholtz, 2020;
Mason & Watts, 2009). Therefore, this study did not expect
any limitations on the validity regarding the size of the re-
ward.

Personality traits. The moderating variable was mea-
sured by a short survey. The personality traits asked were
Openness to Experience and Extraversion, whereof ten items
relate to openness (“has an active imagination”, “likes to
reflect”) and eight items are related to extraversion (“is
talkative”, “is full of energy”). In total, the personality test
consisted of 18 short questions. For the analysis of per-
sonality traits this study used an adapted version of the Five
Factor Model (Costa & McCrae, 1985), the Big Five Inventory
(BFI; John and Srivastava, 1999). According to Chamorro-
Premuzic and Reichenbacher (2008, p. 1096) “The BFI is
well validated and has internal consistencies ranging from
.75 to .90 and test-retest reliabilities ranging from .80 to .90.”
In the BFI version, respondents state to what extent the ele-
ments pertain to them in a scale from 1 (strongly disagree)
to 5 (strongly agree). A complete list of the questions can
be found in the appendix. The reason why the BFI version
was selected is simply because it’s shorter than the Costa and
McCrae (1985) version.

This study could have also taken other measures into
account, to test participants personality. However, empiri-
cal research shows that one of the key strengths of the Big
Five model is its consistency across time, culture and age as
well as its structure, which avoids overlaps (Costa & McCrae,
1992b). Further, it has internal consistency as well as good
divergent validity with the traits measured (Myszkowski et
al., 2015).

Originality. Divergent thinking tasks are often used in
creativity studies and are seen as reliable and valid (Runco
& Acar, 2012). The dependent variable in this study was
measured by scores for original ideas in the creativity task
and ranged from 0− 10 points for each idea. The rating fo-
cused on originality, which represents the number of unusual
or unique ideas (Runco, 2007). The requirement for each

idea to be rated was that it had to be useful, otherwise ideas
received 0 points. The ideas were rated by three judges in
total.

The procedure of the creativity rating was as follows.
First, I created a list with all the ideas participants gener-
ated in this task, using MS Excel. For the other two judges
it was not possible to link those ideas to participants or any
other variables such as age or gender. Second, this list was
then distributed to the judges with a brief explanation of the
study and clear instructions for the rating. Every judge had
to rate the ideas by giving points for originality, as long as the
ideas were also useful. Third, after every judge rated every
participants’ ideas, I added the scores of all ideas per par-
ticipant together and created the variable originality, based
on the sum of those scores. An inter-rater reliability analysis
was conducted for the creativity scores of all three judges,
indicating to what extent the judges agreed with each other.
There is a strong significant correlation (.0, 83) between the
means of creativity per participant. There were no effects of
age or gender on the creativity measure, and also no interac-
tion with the independent variable was given.

Control variables. I also collected data on a number of
control variables, such as age, gender, current status of em-
ployment, educational level, years of working experience and
intrinsic motivation. For measuring intrinsic motivation, the
instrument consisted of 3 items using a 7-point scale ranging
from 1 (not at all true) to 7 (very true). The questions are
based on the Intrinsic Motivation Inventory (IMI; Deci and
Ryan, 2003). The questions were (a) “This activity was fun to
do” (b) “I would describe this activity as very interesting”, (c)
“I enjoyed doing this activity very much”. These items mea-
sured the extent to which participants enjoyed the task and
performed it for its own sake.

For analyzing the data and testing the hypothesis IBM
SPSS Statistics 27 was used.

4. Analysis and Results

4.1. Missing values and recoding
Before starting the analysis, all data was checked for er-

rors or missing values. As Qualtrics allows a forced answer-
ing mode, the questions in this experiment were all com-
pleted, and no missing values or data were found. Partici-
pants who did not complete the experiment were automat-
ically filtered out by the program and as main parts of the
experiment were not completed, those participants - 43 in
total, were excluded from the analysis. Additionally, as the
Big Five Inventory questionnaire (BFI; John and Srivastava,
1999) for the personality test includes question which ask for
reversed scoring, the answers to the question 4, 6, 12, 15 and
18 were reversed before doing the analysis. For further anal-
ysis, the variables gender, status of employment, education
and working experience were dummy coded.

4.2. Distributions, reliability, and internal consistency
For testing the normal distribution of the variables, I first

analyzed the skewness and kurtosis. The skewness is a mea-
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sure of the asymmetry of a distribution, whereas the kurtosis
measures the extent to which there are outliers. A normal
distribution is symmetric and has a skewness value and a kur-
tosis value of zero. However, the values for both, skewness
and kurtosis were analyzed, and some values were computed
to normalize the distribution and achieve acceptable values
between -1 and +1 (e.g. openness to experience changed
from (S=-1.971, SD=.204) to (S=-.976, SD=.204); work
experience changed from (S=1.131, SD=.204) to (S=.122,
SD=.204). Additionally, to provide more statistical signifi-
cance on these results, I also conducted a test of normality
by doing a Kolmogorov-Smirnov analysis and a Shapiro-Wilk
analysis.

To test the internal consistency of the items presented in
the personality scale (BFI; John and Srivastava, 1999) and
the intrinsic motivation scale (IMI; Deci and Ryan, 2003) I
used in my experiment, I tested the effect of each item of
those scales using Cronbach’s alpha. The calculation of Cron-
bach’s alpha “has become a common practice in (...) research
when multiple-item measures of a concept or construct are
employed” (Tavakol & Dennick, 2011, p.53). Cronbach’s al-
pha was developed to provide a useful measure of the in-
ternal consistency of a test or scales and is presented as a
number between 0 and 1, whereas a value above 0,7 is inter-
preted as consistent. If the items in the measured scale cor-
relate with each other, the alpha value increases. However,
a higher value does not automatically stand for a higher de-
gree of internal consistency, as alpha is also influenced by the
length of the scale (Tavakol & Dennick, 2011).

In this study, the personality scale had a Cronbach’s alpha
value of .831 which indicates a high reliability. Additionally, I
also tested if deleting items from the personality scale would
increase the Cronbach’s alpha value. Deleting one item of
openness to experience would have led to a higher value of
.846 , however I decided to accept the Cronbach’s alpha value
of .831, as this already indicates a high reliability.

For intrinsic motivation, the scale presented an internal
consistency of .826, which is also accepted as a reliable alpha
value. However, the results for intrinsic motivation show that
the Cronbach’s alpha would not increase significantly when
deleting a specific item.

I also checked to see whether there were other inter-
esting findings regarding the means, standard deviations or
other values for each variable. Regarding the co-variates
results revealed that for openness to experience (M=36.16,
SD=6.360)1 and extraversion (M=28.76, SD=5.861) the
medians were relatively high, as the maximum scoring for
openness to experience was 50 whereas for extraversion
it was 40 . An in-depth analysis proposed further that the
lowest score for openness to experience was 22 and the high-
est score was 49, whereas for extraversion the lowest score
was 9 and the highest score was 39. However, even though

1 For further clarification it might be useful to note that the personality
scores of individual participants were added up and therefore, the sum
was taken here instead of the mean. However, statistically this makes no
difference.

the manipulation of this experiment was after measuring
the personality levels, analysis revealed significant results
(r=.548, p=.001) indicating that especially for the reward
condition individuals showed interestingly higher levels of
openness to experience (M=36.99, SD=6.649) and extraver-
sion (M=29.32, SD=5.613) compared to the no reward
condition (openness to experience (M=35.33, SD=5.985);
extraversion (M=28.19, SD=6.089).

4.3. Divergent thinking task
The creativity rating revealed that on average, partici-

pants had approximately 8 creative ideas on how to use a
fork, ranging from 1-30 ideas. In the reward condition partic-
ipants produced on average 7 ideas, while in the non-reward
condition participants produced approximately 9 ideas. The
median for the creativity rating in the reward condition was
44.97 (with the lowest possible total score being 5 and the
highest possible total score 101), the median for the non-
reward condition was 37.00 (with the lowest possible total
score being 6 and the highest possible total score 124).

Regarding the rating, in total, 1,214 ideas were gener-
ated, whereof 49.01 % received a score of 5 or above. The
scores 9 and 10 were not given at all, as the highest given
score was 8, received by 0.34 % of the participants, followed
by a score of 7(6.84 %) and 6(18.95 %). Ideas which scored
over 7 were for instance “use to make patterns in the sand”,
“use as a zen garden tool”, “use to make a sculpture”, “use as
an ice cream stick”, “use as a small ladder for bugs” or “use
for gardening”.

4.4. Descriptive statistics
Table 1 presents the scale means, standard deviations, in-

tercorrelations, and reliabilities for each of this study’s vari-
ables. As the table displays, intrinsic motivation is positively
correlated with openness to experience (r=.195, p=.020),
extraversion (r=.218, p=.009) and originality (r=.213,
p=.011). This indicates that those individuals with high
levels of openness and extraversion were also highly intrin-
sically motivated while performing the experiment. Addi-
tionally, those individuals intrinsically motivated performed
better in the divergent thinking task. For originality, the table
shows a significant negative correlation for age (r = −.187,
p=.027) which means that the older individuals, the less
creative they performed. Regarding the working experience,
there is also a significant negative correlation to age (r=-
.174, p=.039). This implies that there is no relation as work
experience is a negative indicator for creativity, as more
experience did not lead to more creativity.

4.5. Extrinsic and intrinsic motivation
Further analysis revealed significant results (F=6.366,

p=.013) regarding the effect of intrinsic motivation on the
reward condition (M=4.75, SD=1.471) and no reward con-
dition (M=4.63, SD=1.625). Results show that the intrinsic
motivation for the reward condition was even higher than for
the no reward condition and as indicated above, the quality
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Table 1: Overall means, standard deviations, and correlations

Variable M SD 1 2 3 4 5 6

1. Openness to Experience 36.16 6.36 -
2. Extraversion 28.76 5.86 .548∗ -
3. Originality 41.01 19.32 .409∗∗ .451∗ -
4. Intrinsic Motivation 4.69 1.56 .195∗ .218∗∗ .213∗ -
5. Age 29.84 9.86 .000 −.181∗ −.187∗ −.144 -
6. Work Experience 7.33 9.38 .049 −.160 −.174∗ −.148 .921∗∗ -

Note: N=141, **p<.01, *p<.05

of answers regarding its originality was higher in the reward
condition. As this assumption is part of an ongoing discus-
sion in the creativity field, this finding is of particular interest
and will be discussed in the next section.

4.6. Hypotheses testing
In a first step I analyzed the overall model to test whether

it had explanatory power and how much. Results indicated
significant results regarding this study’s model with an ex-
planatory power of 56.2 % (Rˆ2=.562, F=16.217, p=.001).
In a next step, I tested the hypotheses using a regression anal-
ysis. Table 2 presents the findings for this study’s hypotheses.

Hypothesis 1 proposed that monetary rewards for creativ-
ity are positively related to originality. Table 2 shows that
the relationship between monetary rewards and originality is
statistically not significant (F=.229, p=.633). According to
these results, hypothesis 1 is therefore not supported. How-
ever, there is still reason to believe that there is a positive
relationship between rewards and originality. When testing
only those two variables (mean originality score for the no re-
ward condition (M=37.00), mean originality score for the re-
ward condition (M=44.97)), the relationship is significantly
positive (F=6.228, p=.014), which indicates that openness
to experience and extraversion might have a strong link to
originality. This leads to an overlap between those variables
which absorbs the explanatory power of this relationship.
Additionally, as a further explanation, when conducting the
experiment, the personality test was filled in before the ma-
nipulation was introduced, which indicates that the results
for personality are based on randomness and not biased by
the extrinsic reward manipulation. Therefore, this study as-
sumes a disturbing effect between rewards and originality as
presented in this model and believes that due to the absorb-
ing power of the two personality characteristics, the relation-
ship between rewards and originality is displayed as not sig-
nificant, even though it actually is significant in a bivariate
analysis.

Hypothesis 2a proposed that openness to experience will
be positively related to originality. As displayed in the table
above, the results indicate a significantly positive relation-
ship for openness to experience and originality (F=5.300,
p=.023). Hypothesis 2a is therefore supported.

Hypothesis 2b proposed that extraversion will be posi-
tively related to originality. Table 2 shows that the relation-
ship between extraversion and originality is positive and sta-
tistically significant (F=12.856, p=.000). Hypothesis 2b is
therefore supported.

Hypothesis 3a proposed that openness to experience will
positively moderate the relationship between rewards and
originality. Table 2 shows that there is no significant interac-
tion effect of openness to experience with extrinsic rewards
(F=.241, p=.624). According to these findings hypothesis 3a
is not supported.

Hypothesis 3b proposed that extraversion will positively
moderate the relationship between rewards and originality.
As Table 2 presents, there is no significant interaction effect of
extraversion with extrinsic rewards (F=.073, p=.788). Hy-
pothesis 3b found no support.

5. Discussion

5.1. Discussion of results
The main purpose of this study was to test if personality

has a moderating effect on the relationship between extrin-
sic monetary rewards and creative performance, measured as
originality. First, I measured the effect of extrinsic rewards
on originality. Second, I tested the effect of openness to ex-
perience and extraversion on originality and third, I tested
for the moderating effect.

This study proposed a positive effect of extrinsic rewards
on originality. Despite the popularity of using extrinsic mo-
tivators such as performance-contingent rewards to enhance
creativity, there is still little agreement on the effect on cre-
ativity (Shalley et al., 2004). Nonetheless, this assumption
is also in line with the study of Eisenberger and Rhoades
(2001) which tested the effect of rewards on creativity and
reported higher results for those participants being rewarded,
and the studies of Byron and Khazanchi (2010) or Joussemet
and Koestner (1999). Even though the measured means for
both conditions implied high significance when testing only
for those two variables, the effect was absorbed by the two
personality traits when testing the significance of all relevant
variables. For hypothesis 1 this indicates that even though
the hypothesis is officially not supported, there is still reason
to believe that there is a positive relationship. Hence, this
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Table 2: Results of the regression analysis for originality

Variable Sum of Squares df Mean Square F P

Reward 65.135 1 65.135 .229 .633
Openness to Experience 1506.159 1 1506.159 5.300 .023
Extraversion 3653.013 1 3653.013 12.856 .000
Moderator_Openness to Experience 68.615 1 68.615 .241 .624
Moderator_Extraversion 20.664 1 20.664 .073 .788
Error 38361.135 135 284.157
Total 289421.000 141

shows that an important factor of increasing creativity can
be found in extrinsic motivation.

Regarding the impact of personality on divergent think-
ing, the findings of this study are in line with research in this
area proposing positive effects of openness to experience and
extraversion on originality. Especially for openness to expe-
rience this study was expecting a positive relationship with
creativity as this personality trait is known as being “the most
strongly tied to creativity” (Runco, 2007, p. 296) and is pre-
dicted as being a key personality for creativity (Herrmann
& Nadkarni, 2014; Nadkarni & Herrmann, 2010; H. Zhao &
Seibert, 2006; H. Zhao et al., 2010). Research indicates that
openness to experience is necessary to explore creative solu-
tions to problems which is also in line with the study findings
of Myszkowski et al. (2015). Additionally, no research was
found stating the opposite, which indicates that openness to
experience and creativity are strongly linked to each other.
Therefore, there was no reason to expect a different outcome
in a management context, which is approved by these results.

For extraversion, research proposes that individuals with
a high level of extraversion tend to be enthusiastic and am-
bitious, which results in a proactive behavior by actively en-
gaging in tasks and trying to find novel ideas (Raja et al.,
2004). This is also supported by Gocłowska et al. (2019)
stating that extraversion is not only positively related to cre-
ativity, but also to novelty seeking which leads to greater di-
vergent thinking. In addition, Chamorro-Premuzic and Re-
ichenbacher (2008) argue that extraverted individuals have
an intrinsic motivated advantage in divergent thinking tasks
especially when they are being evaluated. This is also dis-
played in this study’s findings presenting a positive signifi-
cant correlation between extraversion and intrinsic motiva-
tion. Therefore, extraversion can be assumed as facilitator
for divergent thinking and predicts creativity.

Finally, this study tested the moderating effect of person-
ality on the relationship between extrinsic rewards and orig-
inality. Existing research indicates high reward-sensitivity
for individuals with high levels of openness to experience
(Vandenberghe et al., 2008) and extraversion (Ashton et al.,
2002; Lucas & Diener, 2001). Unfortunately, this study found
no support for a moderating effect for both personality char-
acteristics. A possible explanation could be that even though
research indicates that higher rewards do not automatically
lead to better results (e.g. Mason and Watts, 2009), this

study assumes that higher rewards might have led to more
significantly positive results regarding the moderation effect.
A different and more reasonable explanation could be that
personality characteristics simply do not act as moderators
in this relationship which sets the stage for future research in
this area.

5.2. Theoretical and managerial Implications
This study contributes to existing literature in several

ways. First, openness to experience and extraversion were
both shown to have a positive effect on creativity, which is
consistent with the literature. This is therefore not a new
finding as such, but - to the extent that this study allows - it
reinforces the validity of these assumptions.

Second, regarding the intrinsic and extrinsic motiva-
tion, there is an ongoing debate in the literature which has
resulted in contradictory findings. According to Amabile
(1998) people are most creative, when they feel intrinsically
motivated, while Joussemet and Koestner (1999) claim that
extrinsic rewards undermine intrinsic motivation. In fact,
the results of this study revealed that there was a higher
intrinsic motivation for the reward condition than for the no
reward condition. As this study found even higher intrinsic
motivation in the rewarding condition, I could not find an
undermining effect resulting in less creative performance.
This is also approved by Bradler et al. (2016) claiming that
tournaments indeed increase creative performance, without
any evidence for crowding out intrinsic motivation. In my
opinion, this finding resulted due to the high competitiveness
among participants in order to perform better or even out-
perform others, which may have also increased their intrinsic
motivation. However, despite extensive research I could not
find any literature-based explanation for this finding, which
provides a very interesting research idea for future investi-
gations. Thus, this finding indicates that the intrinsic and
extrinsic motivation of individuals can be balanced when
performing a creative task, without one motivation under-
mining the other and therefore contributes to the ongoing
discussion.

Additionally, when focusing on the extrinsic motivation,
this study also indicated that creative performance was
higher when rewarding creativity. In practical terms, this
finding can be used by managers for instance to conduct
idea tournaments to unlock a companies’ innovative poten-
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tial by motivating employees to participate and reward them
for their creative ideas (Morgan & Wang, 2010).

Lastly, the main focus of this study was to test the moder-
ating effect of personality on the reward-creativity relation-
ship. As companies need creative, and motivated employees
in their teams, the question arises how this can be achieved.
Therefore, this study wanted to find out if openness to expe-
rience and extraversion affect this relationship, which could
have served as guidance for managers in terms of employee
appraisals, recruiting interviews, or promotions. However,
even though the moderating effect was not supported, the
findings offer useful insights for practice. The study con-
firmed that openness to experience and extraversion, both
have an impact on creative performance. This is interesting
for companies in regards to team or project formation, to find
the right balance. As some companies already test their em-
ployees’ personality before joining a project team (e.g. De-
loitte), this finding can serve as additional guidance to cre-
ate and maintain diversity, as this is essential for creativity
(Kurtzberg & Amabile, 2001).

5.3. Limitations and future research
This study has several limitations which provide a stage

for future research. First, this study was conducted as an
online experiment for individuals with a (strategic) manage-
ment background. Even though in total I had 141 partici-
pants, I assume that the validity is a different one compared
to experiments conducted in other settings, such as field ex-
periments with less participants. The results concerning the
effect of rewards on creativity or the moderating effect of
personality may have been different in this setting. Due to
the current pandemic situation there was no other choice of
conducting the experiment, however, future research could
focus its’ analysis conducting a field experiment to provide
more realistic results.

Second, the results obtained for the personality charac-
teristics and for the intrinsic motivation were self-reported.
This leads to the assumption that many participants may have
a different self-image and therefore answered accordingly.
This study thus assumes that participants’ responses may be
biased due to self-assessment. Future research could have
the personality survey conducted by objective and indepen-
dent third parties to avoid these same biases, which would
lead to better results.

Third, an important variable in this experiment was the
introduction of the manipulation in the form of an extrinsic
reward. The aim was not only to determine the effect of ex-
trinsic motivation on creativity, but also to find out whether
the two personality factors openness to experience and ex-
traversion react more sensitively to extrinsic rewards, and
thus whether a statement can be made about the interaction
effect. This hypothesis could not be confirmed, which sug-
gests that the limitation lies in the amount of reward. How-
ever, although I have referred to studies suggesting the oppo-
site (e.g. Holst-Hansen and Bergenholtz, 2020; Mason and
Watts, 2009), it is reasonable to assume that the possibility
of a higher reward would have allowed a clearer statement

regarding the interaction with personality. Future research
should consider the possibility of introducing rewards at dif-
ferent levels (e.g. 1 € , 10 € , 25 € ), and test each partici-
pant through each condition, in order to have clearer results
in combination with the personality characteristics.

5.4. Conclusion
The aim of this study was to examine the effect of open-

ness to experience and extraversion on the relationship be-
tween extrinsic rewards and originality. First, even though
in the findings the effect of rewards on originality was not
significant, there is still reason to believe that extrinsic re-
wards positively influence creative performance. Second, it
was confirmed that both personality characteristics are pos-
itively related to creativity, which indicates that individuals
with high levels of openness to experience or extraversion
also achieve higher creative performance. Unfortunately, this
study could not find support for a moderating effect of those
personality traits. However, the results of this study also re-
vealed that there was a higher intrinsic motivation of indi-
viduals for the reward condition than for the no reward con-
dition, which indicates that the intrinsic and extrinsic mo-
tivation of individuals can be balanced when performing a
creative task, without one motivation undermining the other.
Additionally, it shows the impact of tournament rewards on
motivation and creativity, which sets a stage for future re-
search. Nevertheless, the results of this study contribute to
the ongoing discussion in the creativity field regarding ex-
trinsic motivators and provides useful insights for managers
concerning personality traits and how to use them effectively
to increase creativity.
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The Effect of Carbon Taxes on Directed Technological Innovation: A Case Study of
Sweden

Paolo Oppelt

Technical University of Munich

Abstract

A carbon tax is widely seen as an effective climate policy instrument for discouraging the emission of greenhouse gases
that cause climate change. According to the economic theory of the Porter hypothesis, a carbon tax can induce directed
technological change toward innovation in clean technologies. Nevertheless, empirical research on the effects of a carbon
tax on clean innovation, especially concerning recent periods, is sparse. This paper uses a quasi-experimental approach, in
the form of the synthetic control method, to estimate the effect of carbon taxes on climate change mitigating technologies.
I conduct a case study of the introduction of the carbon tax in 1990/1991 in Sweden and its effect on clean technology in
the transportation sector. Sweden is chosen as it was the first country, next to Finland, to implement a carbon tax, and that
at a significant price. I find that the introduction of the carbon tax in 1990/1991 has a positive effect with an economically
meaningful magnitude on driving innovation in climate change mitigating technologies. The significant and strong effect of
the carbon tax on clean innovation can provide important policy insights for other governments, which did not yet introduce
a carbon tax or did not do so at an insignificant rate.

Keywords: carbon taxation; clean technology innovation; Sweden; synthetic control method; transportation sector

1. An Introduction to the Role of Carbon Taxes in Carbon
Pricing

Since the middle of the previous century, human activity
has caused large amounts of greenhouse gas (GHG) emis-
sions to be emitted into the atmosphere, which caused cli-
mate change (Azam et al., 2021; Khan et al., 2021). This
anthropogenic climate change is one of the imperative issues
of our time (United Nations, 2021). Carbon pricing, in the
form of a carbon tax or an emissions trading system (ETS), is
regarded by many as the policy of choice to achieve the goal
of limiting global warming to below 2°C, preferably even to
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1.5°C, which was set forth in the Paris Agreement in 2015
(Commission, 2017).

Some scientists advocate using an ETS over a carbon tax
because of its better dynamical performance as a cap-and-
trade system. The mechanism underlying an ETS is the fol-
lowing: An ETS puts a cap on the total amount of GHG emis-
sions emitted annually. The entities covered by the system
receive, buy, or trade allowances to emit GHG emissions with
other market participants. This is done to the degree that the
regulated entities obtain enough allowances to cover their
emissions. Hence, the price of the ETS allowances is de-
termined market-based through supply and demand. The
cap ensures that the required emissions reductions occur and
emitters stay within their carbon budgets (European Com-
mission, 2022a; World Bank, 2022).

Other scientists advocate a carbon tax over an ETS-based
approach (Metcalf & Weisbach, 2009; Weitzman, 1974). Un-
der a carbon tax, the price per ton of GHG emissions is fixed
and set by the government implementing it. Proponents of
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a carbon tax argue that a carbon tax allows for fast and pre-
cise price control to ensure that carbon is priced at a suf-
ficiently high level. This allows the carbon price to interact
more harmoniously with other government policies (Goulder
& Schein, 2013).

There is empirical evidence that the ETS drives eco-
innovation (Dechezleprêtre & Sato, 2017). Moreover, there
exists comparative literature on the advantages and disad-
vantages of both carbon pricing options (Chen et al., 2020).
However, there is less research on whether the carbon tax is
a policy instrument that should be used in those sectors that
the EU ETS does not cover. More specifically, there is a lack
of research regarding the effectiveness of implementing a
carbon tax to increase eco-innovation and thus achieve long-
term GHG emission reduction. I use the implementation of
a carbon tax in Sweden as a case study and subsequently
explain to which degree my findings may serve as a recom-
mendation for other countries.

On a global scale, ETSs can predominantly be found in
the European Union (EU), China, and parts of the US. The EU
ETS is currently the second largest ETS in the world, next to
the Chinese ETS, which was launched in 2021 (IISD, 2021).
It currently encompasses 30 countries and about 40% of the
EU’s GHG emissions (European Commission, 2022b). The
EU ETS has successfully reduced the emissions of energy-
intensive industries, such as the manufacturing, power, and
aviation sectors (Borghesi & Montini, 2016; Dechezleprêtre
& Sato, 2017; Venmans, 2012). According to the Effort Shar-
ing Regulation (ESR), each EU member state has binding an-
nual GHG emission targets for 2021-2030 regarding those
sectors that the EU ETS does not cover (European Commis-
sion, 2022a). These sectors are transportation, buildings,
agriculture, small industry (non-ETS), and waste. They ac-
count for around 60% of GHG emissions. ETS member states
principally use national ETSs or a carbon tax to reduce emis-
sions in the sectors not covered by the EU ETS (Life Unify,
2022).

The preeminent argument for using carbon pricing as a
mitigation instrument is that polluters are economically in-
centivized to reduce emissions because the previously un-
priced negative externalities, GHG emissions, are now priced.
This price signal then triggers the development, innovation,
and deployment of technologies that emit lower levels or
even zero GHGs. These technologies are coined as clean tech-
nologies. The underlying dynamics are discussed more ex-
tensively in Chapter 2.1. Another argument for carbon pric-
ing is that the technological transition to ecotechnologies can
be accelerated through state intervention. Research on tech-
nological transition shows that there are other factors next to
the pricing of negative externalities that influence the pace of
innovation. Some countries may face carbon lock-in, mean-
ing they prefer to use and develop technologies that emit
high levels of carbon, so-called dirty technologies. This is
the case because there are both decreasing marginal costs in
improving already existing technologies and increasing re-
turns through network effects. Therefore, innovation in new
clean technologies is competitively disadvantageous in terms

of marginal costs and returns (Unruh, 2000). Intervention
through policies like a carbon tax can break up the lock-in
and subsequently increase the pace of innovation (Arthur,
1989).

Carbon pricing can trigger short-term and longer-term
effects. Short-term effects are characterized by operational
changes to existing assets, like switching coal to gas as an
input source for power-producing plants (Vogt-Schilb et al.,
2018). These short-term carbon reduction techniques reduce
emissions immediately but do not foster the necessary trans-
formational change toward long-term or full decarboniza-
tion. Longer-term effects of carbon pricing on emission re-
duction are achieved through innovation in clean technology.
Many researchers, for instance, study the long-term effects of
carbon pricing by analyzing the directed technological inno-
vation in clean technology rather than the shorter-term emis-
sion reduction level (Vogt-Schilb et al., 2018). Hence, in this
paper, I investigate the effect of carbon pricing, in terms of
a carbon tax, on directed technological change toward clean
technology innovation. My research question is: What is the
impact of introducing a carbon tax on clean innovation?

In order to answer my research question, I choose to con-
duct a case study of Sweden and the transportation sector
and then discuss to which degree these findings can be ap-
plied to other countries and sectors. The main reason Swe-
den is chosen is that Sweden was one of the first countries
globally to introduce a carbon tax and that at a high rate.
The transport sector in Sweden is especially well suited as the
ETS does not cover it, and it has a large carbon tax coverage.
I construct my counterfactual by creating a synthetic version
of Sweden through synthetic control method. Since the car-
bon tax pertains to the entire transportation sector, I do not
have an easily obtainable counterfactor for a differences-in-
differences (DiD) regression. In simple terms, the synthetic
control method allows me to weigh other EU countries that
do not have a carbon tax to create synthetic Sweden.

The remainder of this paper is structured as follows. In
section two, I explain the theoretical anchoring behind car-
bon pricing and its effect on innovation, which role carbon
taxes play concerning the ESR. I explain why Sweden and
the transport sector are especially well suited to investigate
the effect of carbon taxes on innovation. I also provide a
critical synthesis and develop the main hypothesis. Section
three explains why I chose the synthetic control method as
my analysis method of choice and provides the synthetic con-
trol method’s formal specifications. Moreover, I present my
data sources and the steps conducted to arrive at the final
dataset that I used for the analysis. Section four comprises
a description of my results and robustness checks. Section
five thoroughly discusses the results, deducts relevant politi-
cal implications, links the results back to the economic theory,
and explains that the results are generalizable to other coun-
tries outside Sweden. Finally, chapter six summarizes the
advancements and points out future research opportunities.
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2. Carbon Pricing and Innovation

The internalization of negative externalities, like carbon,
leads companies to innovate to reduce the per unit cost of the
externality they face (Acemoglu et al., 2012; Hicks, 1932;
Pigou, 1920; Porter, 1991). In Europe, the Effort Sharing
Regulation (ESR) sets binding annual GHG emission targets
for its member states. A carbon tax can be used by these
states to reduce GHG emissions through innovation in clean
technology. Sweden plays a special role in carbon pricing
as it was one of the first countries globally to implement a
carbon tax at a high rate (Appendix 1). In this chapter, I
will thoroughly examine each of the aforementioned compo-
nents, explain their interconnectedness, embed them in the
existing literature, and derive my hypothesis.

2.1. Economic theory on Carbon Pricing and Innovation
In a theoretically perfect market, sellers and buyers com-

municate effortlessly, and the market equilibrium equates to
the producer’s marginal cost and the consumer’s willingness
to pay. In reality, however, market failures, which are char-
acterized by the inefficient distribution of products on the
free market, often arise due to externalities. Externalities
cause market failure as these are discommodities that a ra-
tional agent is incentivized to disown and avoid. Hence, the
rules of market operations apply to discommodities but in
reverse (Tybout, 1972). An environmental externality arises
when the environmental damage of a good is not priced in
the product. Hence, market outcomes are inefficient when
consumers or companies are not exposed to the actual social
cost attributed to their behavior (Knittel & Sandler, 2018).
One solution to correct the distortion caused by negative ex-
ternalities is introducing a Pigouvian tax so that the agents
internalize the cost of their behavior (Pigou, 1920). Through
the internalization of externalities, the value of the damage
is factored into the actions that companies and consumers
take. Hence, an efficient price level of the commodity and,
importantly, an efficient level of emissions are reached (Lilli-
estam et al., 2020). The Pigouvian tax is often not applied to
the actual externality but rather to the product most closely
correlated with the externality. In the transportation sector,
for instance, the carbon tax is applied to the average fossil
carbon content of fuels because it is practically infeasible to
tax the actual carbon emitted during usage.

An optimal Pigouvian tax incentivizes lower-cost abate-
ment options to the level that matches the costs induced by
the tax itself. In the automotive industry for example, abate-
ment options can come in different forms, such as switching
the fuel type of a vehicle, improving the fuel usage of in-
ternal combustion engines (ICEs), using a hybrid system, or
entirely replacing the ICE with an electric motor (OECD Envi-
ronment Directorate & International Energy Agency, 2001).
The CO2 abatement options that are patented fall under the
Y02T category. The Y02T category refers to clean technolo-
gies related to transportation and is used as a critical variable
for the analysis conducted in this paper.

Next to cost-minimization, a carbon tax generates incen-
tives for developing and disseminating technologies that are
less emitting than the prevailing standard. The assumption is
that companies are motivated to innovate because they face
a larger price for their emissions, increasing their production
costs. Hence, companies are incentivized to invest strategi-
cally to reduce the ratio of emissions per production unit.
Hicks (1932) was the first to make this assumption, which
he coined the microeconomic-induced innovation hypothesis
(IIH). He states that an increase in the price of input fac-
tors of production motivates invention. Porter (1991) and
Acemoglu et al. (2012) expand on Hicks’ microeconomic hy-
pothesis and apply it to environmental policy. They hypoth-
esize that a significant part of investments will flow to the
development and commercialization of clean technologies as
this is more economical than the cost incurred through con-
tinuing business as usual (Jaffe et al., 2003; Stavins, 2007).
From a strategic point of view, companies that innovate early,
so-called first movers, can take advantage of learning curve
effects and patenting to attain a sustained competitive ad-
vantage compared to companies that do so later. In general
terms, the “weak” Porter hypothesis (PH) asserts that stricter
environmental policy regulations1 stimulate innovation. It
has to be differentiated from the “strong” Porter hypothesis,
which argues that stricter regulations positively impact busi-
ness performance. In this paper, I follow the rationale of the
weak PH as a considerable strand of literature supports the
first PH, while there is mixed empirical evidence concerning
the second PH (Ambec et al., 2013; Palmer et al., 1995).

Carbon pricing, in the form of a carbon tax, can posi-
tively impact eco-innovation through the higher costs exerted
on companies, government revenue allocated to carbon mit-
igation technology development, and a credible policy com-
mitment. Carbon pricing is widely considered to be an eco-
nomically viable option to inducing clean innovation as well
as reducing GHG from a theoretical perspective (Baumol &
Oates, 1988; Stavins, 2007), which is corroborated by empir-
ical studies (Andersson, 2019; Elgie & McClay, 2013; Rivers
& Schaufele, 2015).

2.2. The Effort Sharing Regulation and Carbon Taxes
According to the ESR, each EU member state has bind-

ing annual GHG emission targets for 2021-2030 regarding
those sectors that the EU ETS does not cover. These sec-
tors are transportation, buildings, agriculture, small indus-
try (non-ETS), and waste. They account for around 60% of
GHG emissions. Member states have different capacities to
take action to reduce GHG emissions. Therefore, differen-
tiating targets are allocated across the members according
to the gross domestic product (GDP) per capita. Slight ad-
justments are made for countries with extraordinarily high

1 This paper uses a credible carbon tax as a proxy for strict policy regula-
tion. Although there is no clearcut definition for a credible carbon tax,
I refer to a carbon tax that is implemented at a rate similar to Nordic
European countries (Appendix 1).
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GDP per capita so that these do not face excessive mitiga-
tion costs. Country-specific targets for 2030 range from 0%
to 40% emission reduction compared to 2005 levels, while
the legislation currently in place aims to reduce emissions by
30% across the entire EU (European Commission, 2022a).
Although Iceland and Norway are not EU members, they
committed themselves to being part of the ESR. According
to the Unify Program (2022), which is funded by the LIFE
program of the European Union, the ESR targets should be
further increased if the EU wants to comply with the obli-
gations under the Paris Agreement. Emissions should be re-
duced by at least 50% instead of the current 30% compared
to 2005 (European Environment Agency, 2021).

In order to achieve current or even more ambitious tar-
gets while maintaining economic competitiveness, the green
growth strategy is a common policy approach chosen. The
aim of the green growth strategy, as laid out by the European
Union’s Green Deal, is to foster economic growth and devel-
opment while decreasing GHG emissions. This decoupling of
economic growth and environmental pollution is envisaged
to be achieved through the development of clean technolo-
gies. According to Howard and Sylvan (2015) and Commis-
sion (2017), the most economical way to decrease the risks
of climate change and foster innovation is to implement a
carbon tax or an ETS. However, public support outside of
academia is lower. Many politicians for instance believe that
the effect on innovation and the environment are limited.
Support increases when evidence is presented that carbon
taxes indeed foster innovation and GHG mitigation (Ander-
sson, 2019; Murray & Rivers, 2015). To date, only 17 out
of the 30 EU ETS member states have implemented a carbon
tax. Out of these 17 countries, predominantly Nordic coun-
tries implemented carbon taxes with a significant price level
(Appendix 1). Correct empirical estimations of the effect of
carbon taxes on eco-innovation and related GHG mitigation
potential are crucial to foster political support and to ensure
credible policy commitments.

The first wave of countries that implemented a carbon
tax predominantly did so because of green governments and
comprises of the countries Finland (1990), Norway (1990),
Sweden (1990), Denmark (1992), Slovenia (1996), Estonia
(2000), and Latvia (2004), and Liechtenstein (2008).

In order to mitigate GHG emissions not explicitly covered
by the EU ETS and comply with the ESR, several other EU
countries introduced carbon taxation after the introduction
of the Effort Sharing Decision in 2008. This second wave of
countries comprises Iceland (2010), Ireland (2010), Ukraine
(2011), France (2014), Spain (2014), Portugal (2015), Lux-
embourg (2021), Netherlands (2021), and Germany (2021).
The Effort Sharing Decision was introduced in 2008 and set
national emission targets for 2013 to 2020. The Effort Shar-
ing Decision then transitioned into the Effort Sharing Regula-
tion, which sets targets for 2021 until 2030. The national car-
bon taxes vary in GHG emission coverage, rate, and percent-
age of GHG emissions overlapping with the EU ETS (World
Bank, 2022).

The transport sector accounted for around 36% of ESR

emissions in 2019. Among all the ESR sectors, transport
has the highest intended reduction until 2030. Nevertheless,
between 2005 and 2019, the total reductions of the trans-
port sector comprised only 5% of the reductions achieved
in the total ESR, corresponding to 13 Mt CO2e (Unify Pro-
gram, 2022). As emission abatement in the transportation
sector poses a significant challenge, an increasing number of
countries have implemented a carbon taxation system, par-
ticularly for this sector. On the EU level, the European Com-
mission proposed the “Fit for 55” legislative package in July
2021. This package proposes an ETS that also covers road
transport, which would make it the largest ETS to apply to
road transport. It is intended to exist separate from the EU
ETS and regulated fuel suppliers, which will be responsible
for incorporating the carbon cost. Applying carbon pricing
to the road transport sector increases the price level of fuel,
which according to Hicks (1932) and Porter (1991) and Ace-
moglu et al. (2012), increases innovation in clean technolo-
gies. There is an incentive to reduce the CO2e content per
liter of fuel to face lower taxation. CO2e reduction might be
accomplished by increasing vehicles’ fuel efficiency or sub-
stituting conventional fuels with alternative fuels or energy
sources such as electric batteries. The increase in the fuel
price is ultimately passed to the consumer, who will strive
to save fuel by buying increasingly environmentally friendly
vehicles. Producers can capitalize on this trend by investing
in the development of vehicles with low carbon emissions,
which customers prefer (Aghion et al., 2016).

In contrast to an ETS, the carbon tax price is less volatile,
which allows the risk-averse investor to make more confi-
dent investment decisions. Thus, firms can make significant
clean technology-related investments (International Energy
Agency, 2007). Analyzing the Swedish carbon tax’s effect on
innovation in the transportation sector may provide insights
that can be used to fine-tune the implementation of the “Fit
for 55” legislative package. Moreover, Sweden, as a pioneer
in the early and credible introduction of a carbon tax, has a
vital role in showing other countries that carbon taxes char-
acterized by high price levels allow for innovation and GHG
mitigation in harmony with economic growth. This paper
fills the gap in ex-post empirical studies on the causal effect
of carbon taxes on eco-innovation. I provide an empirical
analysis of the effect of introducing a carbon tax in Sweden
on eco-innovation. Eco-innovation allows for long-term GHG
mitigation. Given the lack of available ex-post studies on the
effect of carbon taxes on eco-innovation, the findings of this
paper aim to corroborate confidence in implementing carbon
taxes. Politicians implementing less efficient long-term miti-
gation measures will face challenges in reaching current tar-
gets set under the Paris Climate Agreement.

2.3. Sweden and Carbon Taxes
In Sweden, the Social Democrats were the first to recog-

nize the threat of climate change and suggest a tax. In 19902

2 I use 1990 as the year of my policy intervention. Other empirical studies
on the carbon tax in Sweden use either 1990 or 1991 as the year of policy
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this tax was promulgated by the Social Democratic govern-
ment (Collier & Löfstedt, 1997). Sweden has a long history
of taxing energy products to raise tax revenue and has been
taxing petrol since 1924, diesel since 1937, and coal, oil,
and electricity for heating purposes since the 1950s. This
preexisting infrastructure for taxing energy products paved
the way for implementing a carbon tax in Sweden (Jons-
son et al., 2020). The carbon tax remains the fundament
of Swedish climate policy today (Ministry of Finance, 2021).
Hammar and Åkerfeldt (2011) describe the significant tax
reform in 1990–1991 as “grön skatteväxling” translating to a
“green tax shift” as other taxes, such as labor taxes, and en-
ergy taxes were reduced simultaneously to encourage green
growth (Regeringskansliet, 2014). The marginal personal in-
come tax rate was reduced from the highest rate of 80% to
50%, and the corporate tax rate from 57% to 30% (Jons-
son et al., 2020). Nevertheless, Sweden also broadened the
coverage of its value-added tax (VAT) in 1990 to pertain to
gasoline and diesel. A VAT of 25% is applied to transport
fuel, exercise taxes, and producer margin (Andersson, 2019).
Since implementing the carbon tax more than 30 years ago,
Sweden has achieved green growth because it reduced GHG
emissions while maintaining GDP growth. GDP per capita in-
creased by over 50% between 1990 and 2021 in real terms
(OECD, 2022).

Swedish carbon tax revenues comprise around 1% of the
government’s total tax revenues, corresponding to SEK 22.2
billion ($2.3 billion) (Natur Vårds Verket, 2019). Although
Sweden does not use the carbon tax revenues for direct green
spending, which is revenue earmarked for climate protection,
they use 50% of the revenues as general funds, which go to
the government budget, and the other 50% for revenue re-
cycling. Revenue recycling refers to income redistribution to
firms and consumers through tax reductions or subsidies (Lil-
liestam et al., 2020). From 1990 until 2004, the revenue in-
creased, stabilized until 2010, and decreased slightly over the
last decade. As fewer fuels or fuels with lower GHG emissions
are used, fewer tax revenues are collected, which is intended
by the system’s design. The carbon tax revenue collected now
comprises 95% of taxes on motor fuels. However, heating fu-
els made up a large percentage of the collected tax revenue
when first implemented. Since 1990 fossil heating fuels have
been phased out, and their usage has decreased by 85% and
now represents only 2% of Sweden’s total GHG emissions.
Sweden replaced fossil fuel heating with district heating and
heat pumps, a more sustainable and holistic system (Ministry
of Finance, 2021).

Although combating climate change had extensive polit-
ical support in the period from 1980 until 2000, concerns
about carbon leakage and competitiveness in a global econ-
omy led to the industry paying only 25% of the full rate
and exemptions for the electricity industry. Between 1993
and 2015, the tax rate for the Swedish industry varied be-

intervention. The actual tax affected consumers in 1991. However, an-
tecedent effects due to press coverage on the promulgation might already
exist in 1990.

tween 21% and 50% of the full rate and was gradually phased
out with the introduction of the EU ETS (OECD, 2016) (Ap-
pendix 2). Therefore, the carbon tax had a relatively low
impact on the industry (Johansson, 2000). Nevertheless, be-
cause tax rates differ across energy products and users, other
sectors, such as residential, commercial, or road transport,
are affected more significantly (Appendix 3). The current
carbon tax in Sweden, with a rate of SEK 1200 per metric
ton of CO2, is the highest in the world (International Energy
Agency, 2022).

The introduction of the carbon tax resulted in a low ad-
ministration as the tax is levied on importers, distributors,
and large consumers rather than large numbers of final con-
sumers. Gasoline, for example, is already taxed at the point
of import or wholesale, meaning that neither the gas station
operator nor the final customer is taxed directly. The legal
incidences differ from the economic ones as the tax is admin-
istered to importers, distributors, and large consumers, but
the economic costs are passed down to the final consumer.

Next to the industry sector, which emits 60,176 t CO2,
road transportation is the second largest emitting sector of
CO2 in Sweden with 21,241 t CO2 (OECD, 2016). Carbon
taxes pertain to 91% of the emissions emitted by the road
transportation sector (OECD, 2016). Sweden has a material
interest in reducing CO2 emissions in the transport sector
as the automotive industry is its largest export sector with
a value of around €11B annually and employs the highest
number of people of all industries in absolute numbers (OEC,
2022). Although Sweden is a relatively small EU country,
with a population of only 10.35 m as of 2022, it houses the
headquarter of the large truck manufacturers Scania CV AB
and the Volvo Group, and the personal vehicle manufacturer
Volvo Car AB. Sweden’s strong economic position is based
on its export-oriented industry. Foreign international com-
petition constantly induces pressure for change, promoting
innovation in Swedish firms.

Sweden is particularly well suited to study the effects of
carbon taxation on innovation as Swedish companies have a
strong focus on achieving growth in line with the govern-
ment’s policies. This is mainly done through product im-
provement and innovation by investing in R&D (Johansson,
2000). Sweden has the second largest Business R&D inten-
sity of all countries in the Organization for Economic Cooper-
ation and Development (OECD) (Figure 1). Figure 1 shows
the Business enterprise expenditure on R&D (BERD) adjusted
for industrial structure, which measures a country’s business
R&D intensity assuming it had an OECD average industrial
structure. BERD represents the components of the Govern-
ment expenditure on R&D (GERD) incurred by units belong-
ing to the Business enterprise sector. The unit of measure-
ment is the BERD as a percentage of gross value added (GVA)
in industry (OECD, 2020).

According to the European Innovation Scoreboard (2022b),
Sweden is an innovation leader with a performance of
135.7% of the EU average. Sweden scores especially high in
public-private co-publications (381.4%), international scien-
tific co-publications (241.1%), intellectual assets such as PCT
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Figure 1: BERD as a percentage of value added in industry (OECD, 2020)

patent applications (150.6%), and eco-innovations (123%).
Sweden is among the countries that most significantly invest
in R&D in relation to their GDP. Sweden’s total R&D invest-
ments - an important input for innovation - amount to around
4% of GDP in 2020 (SCB, 2020). The Swedish innovation
system comprises an integrated public and business sector,
whereby the business sector contributes to nearly 72% of all
expenditures.

The configuration of business and public innovation
structures is especially pronounced in the automotive in-
dustry. The “Fordonsstrategisk forskning och Innovation”
(FFI), which translates to Strategic Vehicle Research and In-
novation Programme, is the largest collaboration between
the Swedish state and the automotive industry. Vinnova, the
government’s innovation agency, collaborates with the auto-
motive industry (Scania CV AB, AB Volvo, Volvo Car Group,
and FKG). From 2009 until 2020, the FFI conducted around
900 research projects with over 500 Ph.D. researchers worth
€100 million annually, with half of the funding coming
from the government (VINNOVA SE, 2022). Many of those
projects concern reducing energy use per vehicle, linked to
clean innovation.

While the Swedish government does not have a man-
date to spend the revenues earned from the carbon tax on
green R&D projects, it still uses some of this revenue to
fund research projects concerning clean innovation in trans-
portation. This may be because the Swedish government
deems environmentally friendlier vehicles important for the
sector’s international competitiveness. In Sweden, the au-
tomotive industry comprises 14% of its economy. It is not
uncommon for governments to participate in the research
of climate-friendly technologies after introducing a carbon
tax. In Sweden, the government started to invest in the
research of clean transportation technologies in the early
2000s and increased funding with the introduction of the

FFI (VINNOVA SE, 2022). In my study, I treat the govern-
ment’s research projects as part of the effects of a carbon tax
on innovation.

The implementation of the carbon tax was especially suc-
cessful in reducing GHG emissions in the transport and heat-
ing sector (Natur Vårds Verket, 2022a). According to the
Swedish environmental protection agency, GHG emissions
have been reduced by 32% since 1990, especially during the
last 20 years (Natur Vårds Verket, 2022b). Although GHG
emissions have been reduced, Sweden’s carbon tax is sub-
ject to criticism. Experts from the Stockholm School of Eco-
nomics criticize the carbon tax because it is likely that the
effect on emissions reduction is below the effect that could
have achieved (Jonsson et al., 2020). While many small
companies cut their emissions significantly, the largest pol-
luters, manufacturers of steel and concrete, increased emis-
sions. The failure in nudging large polluters to emit less GHG
emissions is due to the cap, which imposes a maximum tax a
company must pay. The government’s idea was to limit the
competitive threat a carbon tax might pose to large steel and
cement producers on an international stage, as these sectors
were considered of national interest due to extensive lob-
bying (Karakaya et al., 2018). While their competitiveness
was preserved, large polluters were exempt from paying for
marginal emissions beyond the cap until they were covered
by the EU ETS (Lundberg, 2014).

2.4. Critical Synthesis
In my literature review, I focus on those studies that eval-

uate the primary aim of green policies, especially the car-
bon tax policy, under the Paris Climate Agreement in 2015.
The Paris Climate Agreement aims to limit GHG emissions
to well below 2°C compared to pre-industrial levels and to
pursue efforts to limit global warming even further to 1.5°C.
In contrast to the Kyoto Protocol, which focuses rather on
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ephemeral emission reduction, the Paris Agreement is about
complete decarbonization and takes a long-term perspective.
I emphasize the dissimilarity between emission reduction and
entire elimination as differing analysis methods are deployed
for policy evaluation (Patt & Lilliestam, 2018). My paper
focuses on the carbon tax’s long-term effects, which aligns
with the efforts under the Paris Climate Agreement. I am
interested in the effects of a carbon tax on a shift towards
clean innovation and take a dynamic perspective assessing
effects over decades, which is the time horizon carbon taxes
are designed to operate over (Fuss et al., 2018). I review
those ex-post studies that take the cost-effectiveness frame-
work, focusing on deep technological innovation in long-
lived carbon-emitting capital stocks such as transportation.

Moreover, I mainly examine peer-reviewed papers, except
for Moore et al.’s (2021) paper, which is a working paper but
is the only other research I could find which also studies the
introduction of the carbon tax in Sweden and its effect on
the transportation sector. I perform my search analysis by
using the academic search engines ScienceDirect and Google
Scholar and searching for terms such as ("carbon pricing",
"carbon tax Sweden", "carbon tax") for my research domain.
I use more general search terms for literature on carbon pric-
ing theory.

Concerning my theory section in chapter 2.1, an exten-
sive number of macro as well as microeconomic studies exist
concerning the IIH (Newell et al., 1999; Popp, 2002). Re-
garding carbon pricing and innovation, most empirical evi-
dence supports the first Porter hypothesis. In an environmen-
tal context, Goulder and Schneider (1999), Gerlagh (2008),
and Acemoglu et al. (2012) find empirical support for the in-
novation effect, namely that strict environmental regulations
trigger the introduction of clean technologies, which makes
production more efficient. Brunnermeier and Cohen (2003)
and Lee et al. (2011) explicitly focus their research on the
weak Porter hypothesis and find that environmental policies
positively affect clean innovation in the auto industry.

Most of the research on carbon taxes focuses on Nordic
countries, as these are among the world’s oldest and highest-
priced carbon taxes (Lilliestam et al., 2020). Nevertheless,
there are also some studies concerning the carbon tax in
British Columbia, which was implemented in 2008 and is one
of the few examples of a high carbon tax outside of Europe.

Bohlin (1998) investigates the effect of the carbon tax
in Sweden on CO2 emissions in different sectors from 1990
until 1995. He finds a significant effect of carbon taxes on
CO2 savings in the district heating sector and no effect in the
transportation sector. Bohlin’s study only covers the first five
years since the carbon tax’s introduction and cannot observe
the long-run effects of the policy implementation.

More than ten years later, Lin and Li (2011) investigate
the effects of carbon taxes on GHG emissions in Sweden, Den-
mark, Finland, the Netherlands, and Norway between 1981
and 2008, while the period from 1981 until 1989 is the pre-
treatment period. They use a DiD model and only find a sig-
nificant effect for Finland. They estimate a 1.7% reduction
in emission increase compared to the hypothetical scenario

without a carbon tax implementation. Lin and Li (2011)
point out that tax exemptions for energy-intensive and manu-
facturing industries are likely the reason they found no emis-
sions growth reduction for the other countries analyzed.

The most prominent paper regarding carbon taxes in
British Columbia concerns the impact on gasoline demand
(Rivers & Schaufele, 2015). They analyze the period from
2007 until 2011 and find that the carbon tax has a larger
negative effect on gasoline consumption than other taxes.
They conclude that this can be attributed to the salience of
carbon taxes in public disputation and the press.

Shmelev and Speck (2018) analyze the effect of the intro-
duction of the carbon tax in Sweden on CO2 emissions from
1961 until 2012. The years before 1990 are again used as a
pre-treatment period. They find that the carbon tax lowered
the CO2 emissions from the use of petrol, but not so for other
energy sources studied. They find several coefficients for the
effect on petrol as they implement a multitude of economet-
ric models.

Recent developments concerning econometric policy
evaluation tools have made it possible to overcome com-
mon issues related to the DiD method. Andersson (2019)
applied the synthetic control method to analyze the effect
of introducing a carbon tax on emissions from the transport
sector from 1990 until 2005, with a pre-treatment period
starting in 1960. His donor pool consists of a group of OECD
countries that did not implement a carbon tax during the pe-
riod studied. He finds that the carbon tax reduced emissions
in the transport sector by 6% compared to synthetic

Sweden’s scenario without introducing a carbon tax. Not
only do his findings oppose Lin and Li’s (2011), but he also
scrutinizes their research design. He mentions two main
points of criticism. First, Lin and Li (2011) use total CO2
emissions as the dependent variable. Therefore, they com-
bine treated and untreated sectors, although all the countries
they analyze have sectors of the economy that are exempt
from carbon taxes. Second, they include covariates in their
DiD model that are related to their outcome variable. While
this is allowed in the synthetic control method, it biases re-
sults when the DiD method is used.

The only peer-reviewed article that is an ex-post empiri-
cal assessment of a carbon tax and innovation is the study by
Cheng et al. (2021). They study the dynamics between car-
bon tax revenue and energy innovation in Sweden from 1990
until 2019. They deploy the recently developed Quantile-
on-Quantile Regression framework to observe whether there
is a linear relationship between tax revenue and innovation.
They observe that when there is a low carbon tax revenue,
a higher penetration of energy innovation is desired. They
state that this might be because a low carbon tax burden
might be less costly for a firm compared to the costs of imple-
menting energy innovation. This effect disappears for larger
carbon tax revenues.

Even though Moore et al.’s (2021) paper is a working pa-
per, I choose to include it in this peer review because it has
a similar research domain to my paper, as it also investigates
the carbon tax and Sweden’s transport sector. They use the
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synthetic control method and find a positive effect of car-
bon taxes on clean innovation, with an average increase in
clean patents of 7.37 per year from 1990 until 1999. Swe-
den started to finance R&D programs to boost clean innova-
tion beginning in 1999. They see the government’s financing
of R&D programs as policy interventions unconnected to the
carbon tax and hence as a confounding variable they can-
not control. Therefore, they decide not to investigate the
period after 1999 further. In my study, I take a similar ap-
proach to Cheng et al. (2021) and Andersson (2019) and do
not regard those government initiatives as separate from the
carbon tax. Like Andersson (2019), they construct synthetic
Sweden using OECD countries as their donor pool. Using a
donor pool that comprises OECD countries is a sensible ap-
proach for Andersson’s (2019) study, which has GHG emis-
sions as a dependent variable. Using the same donor pool
when having patents as a dependent variable might intro-
duce some issues. Using countries like the United States or
Japan in the donor pool to construct a counterfactual might
bias results as those countries’ innovation infrastructure is
significantly larger than that of European countries. I pro-
vide a more detailed review of Moore et al.’s (2021) study
and a comparison of results in the discussion section.

Although Calel and Dechezleprêtre’s (2016) study does
not concern carbon taxes but the ETS, I chose to include it
in this literature review as it is considered one of the most
prominent studies on carbon pricing and innovation. It an-
alyzes the EU ETS’ effect on directed technological change
by using patent count as a proxy for innovation, which is
regarded as one of the most robust indicators of innovation
(Hagedoorn & Cloodt, 2003). Furthermore, causal claims are
made using the DiD approach that allows for a precise inter-
pretation of the estimated results (Teixidó et al., 2019). Calel
and Dechezleprêtre (2016) find that the share of lowcarbon
patents among the companies regulated by the EU ETS rises
significantly during the first five years after the launch of the
EU ETS. Notably, they find no such phenomenon concerning
non-regulated firms. They estimate that the share of low-
carbon technology patents increases by 36.2% compared to
a scenario without the EU ETS, while regulated firms con-
tinue their patenting behavior for other technologies. One
limitation is that the effect could have also been driven by
confounding variables such as a rapidly rising oil price, which
has not been investigated closer.

Regarding the transport sector, empirical studies find that
there is a positive effect of fuel prices on innovation in clean
technologies concerning automotives such as improvements
in the fuel efficiency of ICE, alternative fuels for the ICE, hy-
brid vehicles, or electric vehicles (Aghion et al., 2016; Crabb
& Johnson, 2010; Hascic et al., 2009). These studies esti-
mate the potential effect of carbon taxation on innovation
in the transport sector. A fuel tax is similar to a carbon tax
levied on fuel, but the GHG emissions of the fuel are not ex-
plicitly accounted for in a general fuel tax. Moreover, the car-
bon tax levied in Sweden is larger than the fuel tax levied in
many other countries (Andersson, 2019; Rivers & Schaufele,
2015).

The literature on carbon taxes and innovation remains
scarce. Previous literature predominantly focuses on the en-
vironmental effects of introducing a carbon tax. Advance-
ments in econometric models in recent years allowed re-
searchers to apply new methods to investigate the effect of
the carbon tax on innovation (Cheng et al., 2021; Moore et
al., 2021). It has not yet been sufficiently clarified what the
effect of the introduction of a carbon tax is on innovation,
particularly regarding recent terms. Although Cheng et al.
(2021) do investigate the relationship between a carbon tax
and innovation until 2019, their findings lack sufficient inter-
pretation and contextualization as they use complex econo-
metric models for their research which are challenging to
interpret. Moreover, their research rather concerns the re-
lationship between carbon taxes and innovation rather than
causal dependencies.

2.5. Hypothesis Development
I now develop my main hypothesis by combining my find-

ings on the theory and literature review on carbon pricing.
Pigou (1920) suggests that introducing a Pigouvian tax, such
as the carbon tax, leads agents to internalize the cost of their
behavior. Once the negative externalities are priced in the
cost of the product, companies are incentivized to innovate
their production methods to reduce the per unit cost of the
negative externality they are now facing (Hicks, 1932). More
applicable to carbon taxes, Porter (1991) and Acemoglu et
al. (2012) apply Hick’s (1932) hypothesis to climate policy.
They hypothesize that climate policies lead to clean technol-
ogy development as this is economically more attractive than
the cost associated with abatement. Previous literature on
carbon taxes and innovation indeed explores the economic
relationship between the cost of abatement and the cost to
innovate (Cheng et al., 2021). However, it lacks the iden-
tification of the overall effect of clean innovation. The only
other study on carbon taxation and clean innovation merely
investigates a period of roughly ten years and finds a moder-
ate but positive effect on innovation (Moore et al., 2021).

In my paper, I investigate the effect of the introduction of
a carbon tax on clean innovation over a prolonged period. It
is unfeasible to study the effect of a carbon tax across several
countries, given different sector coverages and introduction
periods. Therefore, I study the effect in Sweden and discuss
to which degree my findings are generalizable to other coun-
tries.

Based on this, I hypothesize that a positive relationship
exists between introducing a carbon tax and clean innovation
in the long run.

I test this hypothesis by looking at Sweden’s transport sec-
tor and a treatment period that stretches from 1990 until
2018. I chose to focus on Sweden as it was not only one
of the first countries to introduce a carbon tax but also has
the largest policy tax rate (Appendix 1). The transport sector
in Sweden is well suited as the carbon tax covers 91% of its
emissions, while the EU ETS covers 0% (Appendix 2). Swe-
den has a sizeable automotive industry compared to other
Nordic countries, so implementing innovation to reduce GHG
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in this sector has exceptionally high materiality for Sweden
(Atradius, 2019). I use the synthetic control method to mea-
sure the effect of the carbon tax on clean innovation. To con-
struct my synthetic Sweden, I use the EU ETS member states
which do not have a carbon tax as my donor pool.

3. A Methodological Approach to Estimate the Effect of a
Policy Introduction on Innovation at the Country Level

To overcome issues concerning the DiD method, I use the
synthetic control method to determine the effect of the car-
bon tax implementation on clean innovation. This chapter
explains why the synthetic control method is well-suited to
answer my hypothesis. Next, the formal aspects of the syn-
thetic control method are presented. Finally, I explain the
data I use to construct my synthetic control and where it orig-
inates.

3.1. The Empirical Analysis Method
Previous studies evaluating the effect of a policy on inno-

vation at the company level have mainly used methods such
as the DiD method to compute a causal effect (see e.g., the
study of Calel and Dechezleprêtre (2016)). The DID method
is applied to longitudinal data for which a treatment and con-
trol group exist. The effect of an intervention is estimated by
measuring the changes in outcomes over time between the
treatment and control group. In the case of Calel and Deche-
zleprêtre (2016) the units exposed are the ETS-regulated
companies, and those not covered by the system form the
control group. Contrary to the ETS system, which does not
affect all firms in a country’s sector, the carbon tax usually
affects all companies in the same sector. Hence, no set of
units can be easily chosen to form the counterfactual. By
deploying the synthetic control method, I can create a coun-
terfactual by using other countries in the EU that do not have
a carbon tax. In the synthetic control method, the untreated
units are weighted so that they mimic the behavior of the
treatment unit as precisely as possible without actually being
treated themselves. The weighting of the comparison units,
which form the donor pool, is done by matching their pre-
exposure trends based on predictor variables to estimate the
counterfactual optimally. The then-created counterfactual is
called the synthetic control unit.

The difference between the evolution of the treatment
unit, Sweden, and the synthetic control unit is the gap that
represents the effect of the policy intervention. The large por-
tion of existing literature on carbon pricing and innovation
does not use a quasi-experimental design because of the lack
of a counterfactual. Through the deployment of the synthetic
control method, comparative case studies, which were previ-
ously not feasible, it has now become possible at the country
level. This method was introduced in 2003 and is regarded
as one of the most significant innovations in policy evaluation
(Abadie & Gardeazabal, 2003). More recent advancements
(Abadie et al., 2010, 2014) allow it to be a powerful gen-
eralize of the DID approach (Cunningham, 2021). The gap

between the scenario in which the government policy would
not have been introduced and the current scenario, which is
the introduction of the policy, can be estimated through the
synthetic control method. The synthetic control method is in-
creasingly used in academia and the industry, especially the
tech industry, as it is easy to interpret and can deal with large-
scale settings. Recently Andersson (2019) used the synthetic
control method to determine the impact of carbon taxes and
(VAT) on transport fuel on GHG emissions in Sweden.

Abadie (2021) argues that the synthetic control method
poses advantages over common applied econometric regression-
based methods. Abadie (2021) points out that a regression-
based approach can be useful for studying the short-term
effects of a policy introduction where it is estimated that the
effect has a significant magnitude. Nevertheless, time-series
techniques lose explanatory power for estimating medium
and long-term effects due to the presence of confounding
variables that pose a shock to the outcome of interest.

In conducting a DID regression, the researcher must make
a parallel trends assumption before the intervention to con-
trol for selection effects by accounting for time-fixed and
unit-fixed effects. In analyzing a policy for a specific country
like Sweden, the synthetic control method has the advantage
that no parallel trends assumption is needed. The underly-
ing idea of the synthetic control method is to exploit the tem-
poral variation in the data in contrast to the cross-sectional
one. Abadie (2021) explores the technical advantages of the
synthetic control method over regression-based methods in
detail. His three main arguments are that no extrapolation is
conducted, there is transparency to the fit, and transparency
to the counterfactual.

Given the advantages the synthetic control method poses,
I apply the synthetic control method to estimate the effect of
the introduction of the carbon tax in Sweden in 1990 on clean
technology innovation in the transport sector.

3.2. Formal Aspects of the Synthetic Control Method
I follow a similar approach to Abadie (2021) to construct

synthetic Sweden. Abadie (2021) provides an exhaustive
explanation of the formal aspects of the synthetic control
method. In this section, I delineate the key aspects that
are needed to understand how to synthetic control method
works. Hence, I retrieved data for J+1 units: j= 1, 2, . . . , JJ+
1. My first unit, j= 1, represents the treatment unit Sweden,
which is affected by the carbon tax introduction. The other
units represent the donor pool, j = 2, . . . , J + 1, which are
the units unaffected by the carbon tax. The entire data span,
1985 to 2018, are T periods. T0 represents the periods be-
fore the intervention. For each time period, t, and unit, j,
the outcome Yj t is observed. For every unit, j, I have a set
of k predictors of the outcome, X1j, . . . , Xkj. A common ap-
proach is to include the outcome variable itself as one of the
predictors. I follow this approach and include the outcome
variable in the set of k predictors. The outcome variable itself
is not affected by the treatment before the intervention. For
the treatment unit, j = 1, during the period, t > T0, Y I

j t de-
notes the outcome variable with the policy intervention. The
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outcome variable without the policy intervention is denoted
as Y N

jt . The effect of the policy intervention on the treatment
unit in the period, t> T0, is:

τ1t = Y I
j t − Y N

jt (1)

The synthetic control unit is the weighted average of the
units in the donor pool that most closely match the treatment
unit. Hence, the synthetic control unit is a J×1 vector of the
weights, W = (w2, . . . ,wJ+1)

′. The synthetic control estima-
tor of the outcome variable is:

Ŷ N
l t =

J+1
∑

j=2

w jYj t (2)

To avoid extrapolation, Abadie (2021) uses the approach
to restrict the weights to be positive and the sum being one.
Restricting the weights to be nonnegative has the advantage
of not having to use regression-based methods to extrapo-
late. This makes the result more transparent and easier to
interpret.

I follow Abadie and Gardezabal’s (2003) and Abadie
et al.’s (2010) proposal to choose the weights that result
in the synthetic control unit being the closest resemblance
to the pre-intervention values concerning the treated unit
of predictors of the outcome variable. The k × 1 vectors
X1, . . . , XJ+1 represent the values of the predictors for the
units j = 1, . . . , J + 1. The k × J matrix, X0 = [X2 · · ·XJ+1],
represents the values of predictors for the untreated units, J.
Hence, I chose the weights such that equation 3 is minimized
while the weights are non-negative and sum up to one.

∥X1 − X0W∥ (3)

In simple terms, the resulting synthetic control unit is a
weighted average of untreated units that minimize the dif-
ference to the control unit concerning key predictors of the
outcome variable. W(V) are the weights that are assigned
to the untreated units. W is a function V = (v1, . . . , vk), rep-
resenting the vector of predictor weights of k predictors. To
solve equation 3 and choose the optimal values of V, I again
follow Abadie and Gardezabal’s (2003) and Abadie et al.’s
(2010) approach and choose V so that W(V) minimizes the
mean squared prediction error (MSPE) of the synthetic con-
trol unit.

Finally, the estimated effect of the intervention for the
treated unit in period t = T0 + 1, . . . , T is defined as

τ̂1t = Y1t −
J+1
∑

j=2

w j ∗ Yj t (4)

3.3. Data
I use patent data from the European Patent Office’s (EPO)

Worldwide Patent Statistical Database (PATSTAT) as a proxy
of innovation. Using patent data allows me to conduct a de-
tailed analysis of innovation activity induced by the policy
intervention. While there is consensus in academic research

that patent data is one of the best proxies to measure inno-
vation, there are certain limitations. One limitation is that
not all inventions are ultimately patented. Some inventions,
which for example, may have a relatively sizeable environ-
mental impact, do not have enough economic possibilities.
Hence, those innovations may not justify the cost of patent-
ing (OECD, 2009). According to Pavitt (1988), Strategic con-
siderations may lead the inventor to keep the invention se-
cret to receive an alternative form of protection, such as pro-
tection under a trade secret, which results in the patent not
appearing in the patent data. Another limitation is that the
value distribution of patents is highly skewed (Harhoff et al.,
1999). Thus, the number of patents issued does not directly
translate into the actual value of the underlying patent. Some
patents have considerable economic importance for corpora-
tions, while others have limited economic value.

Moreover, there are differences in patent law and prac-
tices from country to country, which limits the comparabil-
ity of patent statistics across countries to some extent. To
overcome this issue, I chose to use homogeneous patent data
originating from the largest patent offices, such as the EPO
and Patent Cooperation Treaty (PCT), rather than smaller na-
tional patent offices. If an inventor, for instance, files an in-
ternational patent application under the PCT, the applicant si-
multaneously receives protection for the invention in a large
number of countries. Using data from these large patent of-
fices controls home bias, which refers to inventors being more
probable to file a patent application at their local patent of-
fices. According to Frietsch and Schmoch (2009), the home
bias can be overcome by only analyzing patent families with
one or more multinational filing at the EPO or PCT. By only
including patent applications filed to the EPO or PCT, I over-
come the limitation that some patent applications have a
higher worth than others. When applying for patent appli-
cations at the major patent offices, inventors must pay sub-
stantially higher fees than when applying to domestic offices.
Hence, selecting only those applications filed at the EPO or
PCT discards those with a low expected commercial value.

I am able to distinguish clean technologies by sector by
using the Y02 classification system, which was created by the
EPO, the International Centre on Trade and Sustainable De-
velopment (ICTSD), and the United Nations Environmental
Program (UNEP). The Y02 classification system is considered
the most accurate representation of patents relating to cli-
mate change mitigation technologies available today (Calel
& Dechezleprêtre, 2016). Calel and Dechezleprêtre (2016)
conclude that it is becoming the international standard for
studies on clean innovation. The Y02 scheme is a cross-
scheme that overcomes the bias of finding multidisciplinary
patents when searching for patent publications using tech-
nology fields. The Y02 scheme allows for retrieving patents
belonging to several Cooperative Patent Classification (CPC)
technology fields (Angelucci et al., 2018). Hence, I focus my
analysis on counting the annual Y02 patent frequency as a
proxy for directed technological change toward clean tech-
nology.

I use the most recent version of PATSTAT, the 2022 version
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(European Patent Office, 2022), and retrieved Y02T patents.
Y02T patents are Y02 patents concerning the transportation
sector. In my PATSTAT query, I joined multiple tables to ex-
tract a final data frame that contains the application id of
each patent, the inventor’s country code, the inpadoc family
id3, the Y02T subclass, and earliest filing date. To record the
invention’s date, I use the earliest patent application date as
it has been shown that this date closest resembles the actual
innovation activity. My timeframe concerns all patent appli-
cations from 1958 until 2018. As the EPO and PCT were
initiated in 1978, data stretches back earliest to 1978. How-
ever, for my synthetic control method, I can only use Y02T
data from 1985 onwards as the predictors I retrieve from the
OECD statistics database only date back to the earliest 1985.

To measure innovation in the transport sector, I use a
similar methodological approach as Moore et al. (2021).
First, I exclude all Y02T subcategories concerning aeronau-
tics or air transport (Y02T 50/00) and Maritime or water-
ways transport (Y02T 70/00). An overview of the remain-
ing Y02T subclasses and their respective frequency can be
found in Appendix 4. The final data frame I retrieved from
PATSTAT concerns all patent applications worldwide for my
timeframe and applications of interest. It consists out of
526,456 observations and the variables appln_id, person_id,
person_ctry_code, indpadoc_family_id, cpc_class_symbol, and
earliest_filing_date.

Instead of counting every application id, I count patent
families according to the inpadoc family id. The number of
patent families in Sweden translates to the actual count of
new technologies invented rather than the number of patent
applications. Patent applications can have strongly differing
values and might represent rather incremental improvements
in the same technology rather than actual innovation. Ac-
cording to Harhoff et al. (2003), the size of the patent family
is a good proxy for the value of the underlying technologi-
cal invention. Therefore, I group all the observations which
belong to one Y02T subclass while taking the sum of the
number of family applications to get the size of the patent
family. Many patent families have multiple inventors, which
may be from differing countries. Hence, I weigh the inven-
tor’s country location within each family and finally compute
a matrix that contains the weighted number of Y02T family
applications for each country in the donor pool per year. It
is important to note that the inventor must not be a natural
person, and the inventor often is represented as a company’s
office in a certain location. Therefore, the location used is ei-
ther the natural person’s country of residence or the location
where the company conducted the research. Each column of
this matrix represents my outcome variable for each country,
which I use for the synthetic control method.

Figure 2 illustrates the development of the number of
Y02T patent families annually for Sweden from 1978 until
2014.

3 The inpadoc family id concerns all patent application documents covering
a certain technology (European Patent Office, 2022)

The last step I conduct before I can use the data frame
for the synthetic control method is that I exclude countries
affected by a similar policy as the carbon tax. My initial
set of EU ETS member states consists of the 27 EU coun-
tries plus Iceland, Liechtenstein, and Norway. First, I exclude
those countries that introduced a carbon tax: Denmark, Esto-
nia, Finland, France, Iceland, Ireland, Latvia, Liechtenstein,
Netherlands, Norway, Portugal, Slovenia, and Spain. Second,
I exclude Germany and Italy because these countries imple-
mented changes to their fuel tax. Albeit the United Kingdom
currently is not a member state of the EU ETS, it was so dur-
ing my period analyzed. I also exclude the United Kingdom
as it also implemented a change to the fuel tax. Hence, my
final dataset representing the donor countries consists of the
14 countries: Austria, Belgium, Bulgaria, Croatia, Cyprus,
Czech Republic, Greece, Hungary, Lithuania, Luxembourg,
Malta, Poland, Romania, and Slovakia.

To predict my outcome variable, Y02T patents, I use the
predictors listed in Table 1.

Total climate change mitigation patents refer to the total
fraction of climate change mitigation-related patents by the
investor’s country of residence. This variable includes patents
from every sector of the economy. Total triadic patents are
those filed at every one of the three largest patent offices,
namely the USPTO, JPO, and EPO. Transport (WIPO) IP5
patents are defined as patent families concerning transporta-
tion by the Word Intellectual Property Office (WIPO). They
are filed in at least 2 of the five largest intellectual property
offices. The five largest are the EPO, JPO, the Korean Intel-
lectual Property Office (KIPO), the USPTO, and the State In-
tellectual Property Office of the People’s Republic of China
(CNIPA). The B60 patent class is defined by the WIPO and is
similar to the transport (WIPO) predictor but refers to those
patents that concern all vehicles except rail, maritime air-
craft, or space-related vehicles. I include those B60 patents
that are filed at the EPO. Including predictors that refer to
patent applications at all three, at least two of the three, and
only one of the three, I create robustness against possible se-
lection bias.

The predictors total climate change mitigation patents,
climate transport EPO, and Transport (WIPO) IP5 patent fam-
ily measure how much knowledge a country has concern-
ing climate change mitigation technologies and automobile-
specific technologies (OECD, 2018a). Total climate change
mitigation patents are those filed at the EPO; climate trans-
port EPO are those patents that concern climate mitigation
technology in the entire transport sector filed at the EPO. The
larger the value of accumulated knowledge, the lower the
cost to innovate in the same domain in the future. Hence,
countries that invented clean technologies in the past will
likely continue to do so in the future. The total triadic patent
variable serves as a proxy of the country’s innovative capac-
ity. I follow Abadie’s (2021) logic and include the outcome
variable as a predictor variable, as this usually increases the
model’s predictive power.

Similar to Raghupathi and Raghupathi (2017), I include
GDP and enrollment in tertiary education as economic in-
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Figure 2: Trend Y02T patents by country from 1978 until 2018 (European Patent Office, 2022)

Table 1: Predictors of YO2T patents

Predictor Source

Total climate change mitigation patents OECD Statistics
Total triadic patents OECD Statistics
Transport (WIPO) IP5 patent family OECD Statistics
Y02T patents PATSTAT
Climate transport EPO OECD Statistics
B60 (WIPO) patents OECD Statistics
GDP Penn World Table
Enrollment in tertiary education The World Bank

dicators to predict country-level innovation. GDP is stated
as expenditure-side real GDP at chained PPP in millions of
USD, with 2017 as the base year (Penn World Table, 2021).
Enrollment in tertiary education is measured as the gross en-
rollment ratio in tertiary education of both sexes regardless
of age (World Bank, 2016).

Y02T patents are those patents that concern climate mit-
igation technology in transportation. According to Abadie
(2021), it is common to include the outcome variables as
one of the predictors as this improves model results. This
does not introduce a bias. The exact methodology behind
Y02T patents is described in Chapter 3.1.

4. Results: A Large Gap between Sweden and Synthetic
Sweden

In this section, I first present my findings concerning the
analysis on the effect of the introduction of the carbon tax in

1990 on clean innovation in the transport sector in Sweden.
Next, I conduct tests to verify that my results are not driven
by chance.

4.1. Results of the Synthetic Control Method
Implementing a simple DiD regression for the data ana-

lyzed is unfeasible. In the case of a DiD regression, a bias
is introduced as the parallel trends assumption is violated.
Appendix 5 plots the development in Y02T patent families
per year for Sweden and the mean of the donor pool coun-
tries. Panel (A) shows the years 1985 until 2018, while panel
(B) zooms into the timeframe 1985 until 1995. Appendix 5
suggests that the equally weighted donor pool is unsuitable
as a comparison group for Sweden to study the effect of the
carbon tax on Y02T patents. In panel (B), the graph shows
that the time series of Y02T patents in Sweden and the donor
pool differs notably. There is no parallel trend. Hence, the
implementation of a standard DiD model would be biased.
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For the synthetic control method, no parallel trends assump-
tion is needed. The central question to assess the effect of
the introduction of the carbon tax in 1990 on Y02T patents
in Sweden is how the Y02T patent trajectory would have de-
veloped after 1990 without the introduction of the carbon
tax. As explained in chapter 3.2, I construct synthetic Swe-
den as the convex combination of countries in the donor pool,
which are the closest resemblance of Sweden concerning the
pre-policy values of Y02T predictors.

Table 2 shows the predictors included in the analysis and
their respective weights assigned, which sum up to one. To
test whether the result is robust when certain weights are
not included in the analysis, I ran the entire synthetic control
method multiple times, leaving the predictors out every time.
The weights assigned to the countries constructing synthetic
Sweden in the leave-one-out test remain unchanged. This
indicates that predictors are similar as they predict the same
countries to be chosen when creating synthetic Sweden. In-
cluding all of the predictors, triadic patent families and GDP
receive the largest weights. The model computes that these
predictors are best suited to minimize the mean squared pre-
diction error (MSPE) of the synthetic control unit.

Table 3 provides a comparison between the mean values
of Y02T predictors of Sweden, synthetic Sweden, and the
donor pool mean. The values reported concern only the pre-
treatment period from 1985 to 1989. Comparing the values
between the three groups, the assumption that the mean of
the donor pool itself is not well suited as a control group is
corroborated. The mean values of the donor pool are signif-
icantly lower than those of Sweden. Although the values of
synthetic Sweden are still lower than the ones of real Sweden,
they are substantially higher and a much better approxima-
tion of actual Sweden during the pre-treatment period.

Appendix 6 displays the weights for each country in the
donor pool. The outcome of the synthetic control model in-
dicates that Y02T patents in Sweden pre-intervention can be
most closely reproduced by a weighted combination of 63.8%
Austria and 36.2% Belgium. All the other states are assigned
a weight of 0%. As can be seen in Figure 2, the other coun-
tries in the donor pool, next to Austria and Belgium, have
substantially fewer Y02T patents than Sweden. Similarly, the
patent predictors during the pre-treatment period also have
substantially lower values for the other countries next to Aus-
tria and Belgium. Hence, those countries are assigned zero
percentage weights in the estimation of synthetic Sweden.
According to the Bureau of Transport Statistics (2022), Swe-
den’s annual number of vehicles produced is similar to that
of Belgium and Austria, with 258, 224, and 125 thousand ve-
hicles, respectively. Surprisingly, Slovakia and the Czech Re-
public have even larger vehicle exports, with over one million
vehicles annually, but show fewer Y02T patent applications
than Austria or Belgium. One possible explanation is that the
innovation infrastructure in those countries is less established
than in Austria or Belgium. Enrollment in tertiary education,
one of my predictor variables for Y02T patents, is more than
three times larger for Austria and Belgium than for Slovakia
or the Czech Republic.

Appendix 7 shows the Y02T family patents trend from
1985 until 1995. During the pre-treatment period from 1985
until 1989, we can see that the trend of Y02T family patents
of Sweden and synthetic Sweden is a better match than in
Appendix 5, panel (B).

Figure 3 panel (A) plots the Y02T patent families for Swe-
den and its synthetic counterpart for the entire period ana-
lyzed. In panel (A), we can see that a large gap between Swe-
den and synthetic Sweden started to emerge around 1990.
This explicit difference between the treated variable and the
control group is plotted in panel (B). The estimate of the ef-
fect of the introduction of the carbon tax on innovation in
clean transportation, Y02T patent families, in Sweden is the
gap between Y02T patent families in Sweden and its syn-
thetic counterpart after the introduction of the carbon tax.
The strong positive trend of the gap in panel (B) suggests that
the positive effect introduction of the carbon tax in 1990 on
Y02T patents has a large magnitude. The results of the syn-
thetic control method indicate that for the entire 1985-2018
period, Y02T patent family applications per year increased
by 35.853 patents on average per year. The value of 35.853
is calculated by taking the mean of all the gap values from
1990 until 2018. Compared to the synthetic control group,
I estimate that Sweden has 2.555 times more patents from
1990 until 2018. However, the estimated result overstates
the actual effect of the carbon tax introduction on clean tech-
nology patents because in 1990, Sweden also broadened the
coverage of its existing VAT, levied at 25%, to include trans-
port fuels (Andersson, 2019). Andersson (2019) and Moore
et al. (2021) disentangle the effect of the carbon tax and
the VAT on the price elasticities of gasoline demand. An-
dersson (2019) uses a time-series analysis concerning the
tax-exclusive price of gasoline, which refers to the gas price
subtracted by the carbon tax on consumption. Moore et al.
(2021) also use a time-series analysis and estimate the ef-
fect of the different fuel price components on clean patents.
They both find that the effect of the carbon tax is larger than
the effect of the VAT. More specifically, Moore et al. (2021)
estimate that the effect of the carbon tax is double as large
as that of the carbon-tax exclusive gasoline price. Therefore,
the effect of the carbon tax is larger than that of the VAT on
innovation in clean technology. Due to data availability con-
cerning historical data on the gasoline and VAT price in Swe-
den, I cannot conduct such a time-series analysis. Neverthe-
less, Andersson’s (2019) and Moore et al.’s (2021) findings
on VAT will likely hold for my period analyzed.

My estimated result of the effect of the introduction of the
carbon tax is significantly larger than Moore et al.’s (2021)
analysis. Moore et al. (2021) estimate an average increase of
7.37 per year. However, they investigate the effect of intro-
ducing the carbon tax in Sweden on Y02T patents from 1990
until 1999. According to Figure 3, the patent frequency in-
creased substantially after 1999, which certainly is one rea-
son my estimation is larger.
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Table 2: Y02T patent predictors and their weights

Predictor Weight

Total triadic patents 0.361
GDP 0.321
Total climate change mitigation patents 0.186
Climate transport EPO 0.048
Enrollment in tertiary education 0.04
Y02T patents 0.036
Transport (WIPO) IP5 patent family 0.008
B60 (WIPO) patents 0.001

Table 3: Mean values of Y02T patent predictors

Predictors Sweden Synthetic Donor Pool
Sweden Mean

Transport (WIPO) IP5 patent family 57.705 26.702 4.153
Total triadic patents 422.515 188.038 31.896
Y02T patents 6.250 5.205 0.792
Total climate change mitigation patents 33.257 31.487 4.690
Climate transport EPO 6 5.283 0.830
Enrollment in tertiary education 30.368 30.717 17.494
GDP 239,209.000 202, 904.200 134,954.100
B60 (WIPO) patents 27.519 14.498 2.365

Figure 3: Trends and gap in Y02T patents: Sweden vs. synthetic Sweden

4.2. Inferences: The Result is Not Driven by Change
According to Abadie et al. (2010), the statistical signifi-

cance of the estimates presented in the previous chapter is
to be evaluated by answering whether the outcome might be
driven by chance. I answer the question: How often would
I obtain an outcome of at least the same magnitude if I had
chosen another country in my donor pool instead of Sweden?
I use the same methodology as Bertrand et al. (2004), Abadie
and Gardeazabal (2003), and Abadie et al. (2010) by running

placebo tests. I apply the same synthetic control algorithm to
countries in the donor pool. Those countries did not imple-
ment a carbon tax during the period analyzed (1985-2018).
If the placebo tests show that the gap estimated for Sweden
is extraordinarily large, I interpret the the analysis provides
significant evidence that the introduction of the carbon tax
has a positive effect on Y02T patent applications in Sweden.
However, if the placebo runs create similar gaps to the one
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observed for Sweden, I cannot conclude that my analysis pro-
vides significant evidence.

According to Lehmann and Romano (2005), running
placebo tests is analogous to conducting permutation tests
in which the distribution of the test statistic is modeled by
random permutations. Here the sample unit is assigned to
the treatment and untreated groups.

I run placebo tests by applying the synthetic control
method iteratively to the countries in the donor pool. This
allows me to assess the significance of my estimates. In ev-
ery interaction in the loop, I reassign the introduction of the
carbon tax to one of the 14 countries in the donor pool and
estimate the effect associated with the respective iteration.
My result is a plot that shows me the trajectories of estimated
gaps for the countries in which no carbon tax was introduced
in reality.

Figure 4 shows the outcomes of the placebo test. The
black line shows the estimated gap for Sweden, while the
gray lines show the gap for each country in the donor pool
and their created synthetic control group. It can be seen
that the estimated gap for Sweden from 1990 until 2018 is
large compared to the distribution of the gaps of the coun-
tries in the donor pool. Moreover, it is shown that the Y02T
family patents for the period 1985 until 1990 can be well-
reproduced for the other country by the convex combination.
Placebo tests with a dissimilar fit prior to the policy interven-
tion do not contribute to understanding the relative rarity of
estimating a sizeable gap after the intervention for a country
that actually had a good fit pre-intervention. One approach is
to recreate Figure 4 by continually lowering the MSPE limit.
By default, the MSPE limit is set to 20. Hence, only countries
with a MSPE for the pre-treatment period of maximally 20
times larger than the treatment country are included. Abadie
et al. (2010), for instance, lower the threshold until a value
of 2 times the MSPE of the treatment country. In their case,
some of the units investigated have very large MSPEs of over
1000, which create noise in the plot. In my analysis, I do
not have countries with such a large MSPE. Therefore, only
a slight visual difference can be seen when the MSPE limit
is lowered. Lowering the MSPE limit to 5 results in the up-
per grey line disappearing in Figure 4. Further lowering the
MSPE limit does not result in further changes.

Another popular method to evaluate the rarity of the gap
analyzed for the treatment country compared to the countries
in the donor pool is to look at the distribution of the pre-
treatment MSPE ratio. A high ratio is desirable as it indicates
a relatively small pre-treatment prediction error, indicating
a good synthetic control, and a high post-treatment MSPE,
indicating a large gap between the treated unit and its syn-
thetic control after the treatment. However, as some coun-
tries in the donor pool do not have any Y02T patents dur-
ing the pre-treatment period, the MSPE ratio test is biased.
For example, Romania has not had Y02T patents during the
pre-treatment period. Running the placebo for Romania, its
synthetic control group is formed by the Czech Republic and
Slovakia. Like Romania, The Czech Republic and Slovakia
both had no Y02T patents during the pre-treatment period.

The MSPE is very low for Romania during the pre-treatment
period because synthetic Romania almost perfectly matches
Romania. The distribution of the pre-treatment MSPE ratio
is non-informative if countries with zero values during the
pre-treatment period are present.

I bootstrap the synthetic control by drawing sub-samples
from the donor pool. I conduct this 500 times to get the av-
erage placebo treatment effects distribution. I plot the distri-
bution of the actual average treatment effect on the treated
(ATT) with a dashed vertical line. The result of this boot-
strapping is shown in Appendix 8. The distribution of the ac-
tual ATT is on the right and far away from most of the placebo
ATTs, indicating that the outcome is substantially different
from the placebo ATTs.

5. Discussion and Limitations

In this chapter, the results of my analysis are critically
evaluated and scrutinized. Furthermore, I contextualize my
results in the literature reviewed and present future research
opportunities.

The results of my analysis on the effect of the introduc-
tion of the carbon tax in Sweden in 1990 on clean innovation
have an economically relevant magnitude and are significant.
My result is that there are 35.853 more clean transportation
patents per year in Sweden than in a hypothetical scenario in
which no carbon tax has been introduced. My findings align
with those of Moore et al. (2021), who analyze the intro-
duction of the carbon tax in Sweden on clean patents from
1990 until 1999. Similarly to my findings, they record a pos-
itive increase in clean patent frequency due to the introduc-
tion of the carbon tax. They find an average increase of 7.37
per year. As mentioned in chapter 4, my finding likely has
a larger magnitude because the patent frequency of coun-
tries such as Austria, Belgium, and Sweden increased sub-
stantially after 1999. Moore et al. (2021) use a donor pool
comprising 15 selected OECD countries, of which Belgium,
France, Spain, and the United States receive a weight. Pre-
sumably, OECD countries were used for the donor pool be-
cause of high data availability. However, some OECD coun-
tries might be less than ideal to include in the donor pool
when creating the counterfactual. OECD countries such as
the United States or Japan are geographically distant, have
a substantially larger population, and a history of filing the
largest amount of patents at the main patent offices in the
world (WIPO, 2022). The absolute number of patents is-
sued by the United States or Japan is more than ten times
larger than that of Sweden. While this might not have sig-
nificantly impacted Moore et al. (2021) analysis, as it only
reaches until 1999, it most certainly introduced a bias when
conducting the analysis during a more recent period. If one
chooses to include the United States or Japan in the analy-
sis, one should find a suitable method to control for the sig-
nificant innovative infrastructure that exists in those coun-
tries. Furthermore, Lee et al. (2011) find evidence that the
United States auto industry had a strong innovation response
to the United States performance-based technology-forcing
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Figure 4: Difference between actual and synthetic countries (gaps) for Sweden (black) and control countries (grey)

command-and-control regulation between 1970 and 1998.
This policy is not accounted for in Moore et al.’s (2021) analy-
sis, although it influenced the patent frequency for the United
States, one of the countries which constitutes a part of their
synthetic Sweden.

Calel and Dechezleprêtre (2016), who investigate the
effect of the EU ETS on low-carbon innovation, also find
that the policy intervention increased low-carbon innova-
tion among regulated companies compared to non-regulated
ones.

As the preferred method of analysis, I choose the syn-
thetic control method. The synthetic control method is es-
pecially well suited as I have only one treatment unit and
aggregate data. In this case, the synthetic control method
provides advantages over the DiD estimator. First, by im-
plementing the synthetic control method, I can relax the
parallel trends assumption of the DiD estimator by permit-
ting the effects of potential confounding variables to change
over time (Abadie et al., 2010). Second, I use predictors of
Y02T patents to create a synthetic Sweden out of countries
from the donor pool. The addition of the covariates total cli-
mate change mitigation-related patents, total triadic patents,
transport IP5 patents, climate transport patents filed at the
EPO, B60 patents, GDP, or ratio of people enrolled in tertiary
education is not possible when using the DiD regression.
These covariates are likely affected by the carbon tax im-
plementation or are outcome variables themselves. Hence,
they are considered suboptimal controls for the DiD regres-
sion. In the synthetic control method, I use the predictors to
produce synthetic Sweden without creating a confounding
effect during the post-treatment period (Andersson, 2019).
Third, according to Card (1990) and Lin and Li (2011), the
ambiguity when choosing comparison units is reduced as
the synthetic control method chooses them through a data-

driven method while they have to be chosen manually in the
construction of the DiD method.

Although the relationship between the carbon tax price
and patents is not the focus of my research, I analyze whether
a larger carbon tax has a more significant impact on patents
than a smaller one. To this end, I conduct a simple OLS re-
gression with the annual Y02T patent count as my dependent
variable and the carbon tax price as my independent variable.
The regression is conducted during the period 1990 to 2018
and is specified as follows:

Y 02T t = β1 ∗ x + ϵt (5)

Appendix 9 presents the regression results from estimat-
ing equation 5. The dependent variable, Y02Tt, depicts Swe-
den’s absolute annual number of Y02T patents, and the inde-
pendent variable represents the yearly carbon tax rate. The
result is a slope on Y02T patents of .715 (Std. Error = .067),
indicating that there are, on average, .715 Y02T patents more
per year in Sweden for a one unit increase in the carbon tax,
ceteris paribus. To assess whether the OLS assumptions are
met, I assess whether nonlinearity is present with a residual
plot in Appendix 10. Appendix 10 (left) shows that the rela-
tionship between the carbon tax price and the Y02T patents is
linear. Appendix 10 (right) affirms this by plotting the resid-
ual with the geometric smooth fitting function using the loess
method. Appendix 12 plots the residuals against the nor-
mal distribution and presents that the gaussianity assump-
tion holds. The diagnostics plot in Appendix 12 shows that
heteroscedasticity is not present. Hence, the i.i.d. assump-
tion of the errors is not violated.

To assess whether my findings may apply to the transport
sector in other countries, I carefully examine Sweden’s polit-
ical and social characteristics and determine how they might
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differ from those of other countries.
Although Sweden is among the smaller-sized countries

within the EU, it has often formed coalitions with other coun-
tries such as Austria, Belgium, Denmark, Finland, Luxem-
bourg, and the Netherlands to support aggressive climate ac-
tions at the EU level (Schreurs & Tiberghien, 2007). More-
over, Sweden has been recognized as the country in the EU
that has engaged in the largest number of climate policy ini-
tiatives (Burck et al., 2006). Sweden has been able to con-
struct and implement environmental policies designed to be
effective throughout the course of decades. ’New politics’, a
social and political movement concerning, inter alia, environ-
mental pollution, strongly influenced Swedish politics in the
1970s and 1980s. In Sweden, this new social movement is
characterized as being especially pragmatic and consensus-
oriented, whereas in Germany student movements such as
the Außerparlamentarische Opposition were opposed to the
state and other larger institutions. While ’new politics’ in
most EU countries rarely got their voices heard politically,
the movement got political attention in Sweden. It was even
allowed to participate in the design of energy politics (Jahn,
1993).

Furthermore, Sweden’s stable political system, which was
represented by the Social Democratic Party (SAP), the Mod-
erate Party (M), and the Left Party (V) since the 1920 s, cre-
ated credibility, showed political commitment, and created
a good government reputation (Jahn, 1993). Policies origi-
nating from a government that consistently acts in a credi-
ble manner have especially strong thrust as firms realize that
policies are meant to stay. Thus, firms are able to make the
necessary long-term strategic investments to respond accord-
ingly (Brunner et al., 2012). However, it must be noted that
political stability has decreased in recent years as the right-
wing populist party Sweden Democrats (SD) managed to get
a significant number of seats in the Swedish Riksdag (Jylhä
et al., 2019).

According to G. Hofstede and Bond (1984), a coun-
try’s culture can be described by a model assessing the
characteristics: Power Distance, Individualism-Collectivism,
Masculinity-Femininity, Uncertainty Avoidance, Long-Term
Orientation, and Indulgence on a scale from 0-100. Shane
(1995) shows that national differences concerning the ability
to innovate do not only result from economic factors such as
the industry structure, infrastructure, or societal welfare but
also from cultural values people hold. Shane (1995) points
out that uncertainty-accepting societies are more innova-
tive than uncertainty-avoiding societies because roles such
as transformational leaders have greater legitimacy. In Hof-
stede et al.’s (1984) model Sweden, Denmark, the Nether-
lands, and Finland score especially low on uncertainty avoid-
ance (Hofstede, 2017). Simultaneously, these countries have
especially high research systems, R&D expenditure, venture
capital financing, public-private collaborations, and patent
applications (Serafeim, 2015).

The social and political considerations show that Sweden
indeed occupies a unique position as it scores low on uncer-
tainty avoidance, green social movements influence politics,

and the political system possesses sufficient stability to allow
companies to respond adequately to climate policies. There-
fore, introducing a carbon tax in other countries in the EU
will likely not have as large of a positive effect on clean in-
novation. Nevertheless, as countries in the EU must follow
the ESR, there is a new urgency to implement effective cli-
mate policy. This might help overcome obstacles such as
high uncertainty avoidance. Moreover, environmental citi-
zenship, which entails the right to participate in creating en-
vironmental policies, increasingly gains support through cli-
mate youth movements around Europe, such as Friday’s for
future (Wahlström et al., 2019).

The result found for the transport sector is to be com-
pared to other sectors of the economy under careful consid-
eration of the following factors. First, the transport sector
in Sweden is of high materiality as it is an important con-
stituent of the economy and a large employer (OEC, 2022).
Other sectors which are of less economic importance might
exhibit less public-private cooperation and, subsequently,
less patent applications. Second, internationalized firms,
which are present in the transport sector, file more patents
than companies with less international presence. Interna-
tionalized firms see patents as a strategic protection against
imitation (Neuhäusler, 2012). Third, infrastructure sectors
like energy, sanitation, transportation, or water supply differ
from other sectors in terms of significant degrees of capital
intensity, sector-specific regulation, and long-lived assets.
These characteristics create barriers to change and often re-
sult in path-dependent, incremental improvements rather
than disruptive innovation. Hence, when applied to sectors
that score low on the before mentioned characteristics, the
carbon tax might have a more considerable impact on in-
novation than on the transport sector, which is considered
to possess the aforementioned barriers to change (Markard,
2011). Summarizing, one might compare the result found to
other sectors but most always contextualize the results and
estimate the effect of innovation-inducing and inhibiting
factors.

One limitation of my study is that the pre-treatment pe-
riod only stretches from 1985 until 1989. Therefore, it can-
not be verified over a prolonged period whether Sweden and
synthetic Sweden follow the same trend pre-treatment. A
more extended pre-treatment period might allow for even
more precise construction of synthetic Sweden as the model
can use a longer time series to create synthetic Sweden. Since
I use OECD data for most of my predictor variables, which
dates back to 1985 earliest, I cannot construct a larger pre-
treatment period. The availability of a dataset dating back
five to ten years might help construct an even closer match-
ing synthetic Sweden.

One possible confounding factor might be that those com-
panies impacted by the carbon tax might not innovate them-
selves but procure clean technology from a third party. This
might bias my results because I measure innovation based on
the investor’s country of residence. While it is challenging to
compute the extract effect this confounding variable might
have, Fischer et al. (2003) and Milliman and Prince (1989)
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estimate that developing proprietary technology is often of
strategic advantage to companies compared to purchasing it
from others.

Another caveat of my study is that I can only analyze
patent data from PATSTAT until 2018. Patent applications are
continuously filled to the large patent offices but only gradu-
ally uploaded to the PATSTAT database. Therefore, not every
patent has been uploaded for the most recent years.

6. Conclusion and Opportunities for Future Research

This paper empirically shows that a carbon tax policy can
successfully drive clean innovation. Clean innovation is im-
portant for long-term GHG emission reduction. Therefore, a
carbon tax is an important tool to achieve the target under
the Paris Climate Agreement to limit GHG emissions to well
below 2°C compared to pre-industrial levels. In my empirical
ex-post analysis, I find that after Sweden implemented a car-
bon tax and VAT on transport fuels, clean patents in the trans-
portation sector increased by an average of 35.853 patent
annually, compared to a scenario without a carbon tax, from
1990 until 2018. In my analysis, I do not disentangle the ef-
fect of the VAT due to data availability. However, Andersson’s
(2019) and Moore et al.’s (2021) studies indicate that the ef-
fect of the carbon tax on innovation is significantly stronger
than that of the VAT. Although the exact magnitude of my
finding is not directly generalizable to other countries or pe-
riods, my analysis shows that introducing a carbon tax can
significantly affect clean innovation. As only a small number
of predominantly Nordic countries have introduced a carbon
tax at a meaningful rate, it is now at the time that other Eu-
ropean governments as well consider implementing a carbon
tax. This would allow them to achieve innovation and subse-
quently lower GHG emissions in the long run for those sectors
that the EU ETS does not cover. My result is in line with An-
dersson’s (2019) and Moore et al.’s (2021) findings, as they
also find a positive and economically significant effect. I find
a larger magnitude in my study, which is likely the case as I
investigate a more recent period in which patent frequency
has increased.

In my identification strategy, I carefully construct syn-
thetic Sweden out of a donor pool of countries that did not
implement a carbon tax or comparable policies. I show that
my synthetic Sweden is a better counterfactual than the aver-
age of the donor pool countries during the pre-treatment pe-
riod. Synthetic Sweden reproduces actual Sweden based on
a set of predictors of Y02T patents. The results I obtain are ro-
bust, which I show through placebo tests and bootstrapping.
Opportunities for future research are especially present con-
cerning the moderating effect of clean innovation on GHG
emissions. While there are numerous studies on the effect
of carbon pricing on GHG emissions and the effect on inno-
vation now has been estimated it is to be determined how
strong the moderating effect of innovation on GHG emission
is.
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How to Measure the Success of Technology-Based Start-Ups – A Comprehensive
Overview of the Perspectives of Academics & Practitioners

Faris Ben Saad

Technical University of Munich

Abstract

Successful technology start-ups can be a significant driver of a country’s economic development and could transform entire
industries with new technological innovations. For this reason, in research and practice, special attention is always paid to one
particular type of start-up: a successful one. To date, however, little research has been done on how to measure a start-up’s
success. To advance the knowledge about start-up success measurement in academic research, this thesis investigates what
academics and practitioners understand by a successful start-up and what they consider to be reliable measures of success.
Several scientific studies dedicated to the examination of start-up success were analyzed and seven semi-structured expert
interviews with venture capitalists from the early-stage investment sector were conducted. The results show that in both the
academic and practical world, start-up success is perceived as a complex, multidimensional phenomenon whose measurement
depends on a variety of different factors that may change over time. It is therefore concluded that a meaningful measurement
of start-up success requires the use of a combination of different metrics to address this multidimensional nature of success.

Keywords: new venture performance; new ventures; startup success; startups; venture capital

1. Introduction

Technology start-ups can be a significant driver of a coun-
try’s economic development. They create a large number of
new jobs and can transform entire industries with new tech-
nological innovations (Christensen & Bower, 1996; M. Song
et al., 2008). For this reason, start-ups are not only receiving
growing attention in the practical but also in the academic
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instrumental in keeping me focused and motivated throughout this jour-
ney.

world. Scientific interest in start-ups has increased substan-
tially in the last two decades, with scholars from a diverse
range of fields devoting their research to this topic (see Ap-
pendix A1).

Despite their considerable relevance for the economy and
society, only a small fraction of all start-ups manages to sur-
vive in the long term (Schlichte et al., 2019). Technology
start-ups in particular have comparatively low survival rates
(M. Song et al., 2008). A considerable number of researchers
is therefore concerned with finding out how to improve the
survival chances of start-ups and increase their likelihood of
success, resulting in a variety of different empirical studies
(Jin et al., 2017; M. Song et al., 2008). An essential compo-
nent of these studies is the measurement of the central depen-
dent variable: success (Witt, 2004). To determine whether
a start-up is successful, researchers have to measure success
by means of selected metrics. The choice of the right success
measures should be well considered, as they can have a deci-
sive influence on the results and validity of a study (Eveleens
et al., 2017).
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The correct measurement of success is thus of major im-
portance for researchers in the field of start-up success. Nev-
ertheless, little research has been done on how to measure
the success of start-ups. Given the ever-growing research in-
terest in start-ups and the need for sound success measure-
ment decisions, there is a great demand for further research
on this topic (Eveleens et al., 2017; Kiviluoto, 2013). This
academic work addresses this need, focusing specifically on
technology-based start-ups. The aim of this thesis is to find
out what academics as well as relevant practitioners define
as a successful start-up and what they consider to be reli-
able measures of success. This is intended to contribute to a
better understanding of the success phenomenon in start-up
research and a more profound measurement of start-up suc-
cess (Kiviluoto, 2013). Scholars, but also practitioners from
the start-up environment, are to be shown with this thesis
how the success of start-ups can be measured and what has
to be considered when measuring success.

To achieve the objective of this academic work, a system-
atic literature review is conducted in the first part of this
thesis, aiming to investigate the views of academics on the
topic of success measurement. In order to capture the prac-
titioners’ perspective, this literature review is followed by an
empirical study in which seven early-stage venture capital-
ists - who were considered relevant practitioners of a start-up
ecosystem - are interviewed about the central research ques-
tion.

2. Literature Review – Academics’ Perspective

To capture the academics’ perspective on the central re-
search question, existing literature dedicated to the topics of
start-ups and start-up success was analyzed. In the first half
of this chapter, the review methodology used is described,
and an extensive explanation of the start-up term and rele-
vant concepts for this thesis is provided. This is followed by
the main part of this chapter, which provides an overview of
how start-up success is defined and measured in the scientific
literature.

2.1. Review Methodology
In order to ensure an unbiased and comprehensive out-

come, a systematic literature review was conducted (Tran-
field et al., 2003). Following the approach of Crossan and
Apaydin (2010), the review consisted of four distinct phases:
planning, data collection, data analysis, and reporting. The
first three phases are described below.

2.1.1. Planning
During the planning stage, the aim, as well as the scope

of the literature review, was defined. The primary objec-
tive of the literature review was to provide a comprehen-
sive overview of how start-up success is measured in en-
trepreneurship and management research and why certain
metrics or measurement approaches are used. The litera-
ture review was limited to peer-reviewed scientific journals,

as these are considered to be of high quality and influence for
a scientific field (Crossan & Apaydin, 2010; Podsakoff et al.,
2005). Due to their volume of peer-reviewed literature, the
academic databases Scopus and ScienceDirect were used for
the literature search. In addition, Google Scholar was em-
ployed to retrieve identified articles in PDF format.

2.1.2. Data collection and analysis
Prior to the collection of appropriate literature, the con-

cept of start-up was examined in depth and finally defined
due to its relevance to the topic of success measurement.
To identify relevant studies, two separate searches were con-
ducted: an initial broader search to obtain a general overview
of existing success literature and a more specific search that
was specifically designed to answer the central research ques-
tion. To ensure a high literature quality, only studies pub-
lished in influential entrepreneurship and management jour-
nals were considered in the search, i.e. the journal in which
a study was published had to either be at least a C, preferably
a B to A+ journal according to the VHB ranking or, alterna-
tively have an impact factor of at least four.

In the initial search, the selected electronic databases
were searched for scientific articles that were published
within the last 40 years (1982-2022) and whose title, ab-
stract, or keywords contained combinations of the terms
"start-up”, "startup", "venture", "success", “performance” and
"measure*”. Figure 1 shows the main query used in this
process.

The initial search resulted in about 742 articles. After
the exclusion criteria listed in Table 1 were applied to this
sample by manually reviewing the individual title, abstract
and/or conclusion of each article, the number of studies was
reduced to 36.

To obtain a concrete overview of how academics measure
the success of start-ups, the initial research was followed by a
search for empirical studies that examine the success of start-
ups and were published in the past 20 years (2000-2022). For
this purpose, the query illustrated in Figure 2 was used.

During the search, a special focus was placed on young
independent technology start-ups. Therefore, articles with a
focus on corporate, public, or late-stage start-ups were inten-
tionally excluded. Subsequently, all studies that met any of
the criteria in Table 2 were also excluded.

As a result, 35 matching empirical studies were identified.
Finally, a forward, as well as backward search, was again con-
ducted based on the 71 identified studies to supplement the
previously collected literature. The overall literature search
resulted in a sample of 114 scientific articles, which were an-
alyzed in the next step.

The analysis of the collected literature was based on the
thematic codes listed in Table 3.

While 16 thematic codes were applied to the total of 42
empirical studies, only 7 to 8 more general codes were used
for the remaining research articles.
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Figure 1: Scopus Query: Initial Search

Table 1: Exclusion criteria: Initial Search

Criteria
• Articles that were of empirical nature and provided no further relevant information
• Articles that focused only on late-stage start-ups
• Articles that did not conceptualize the concept of start-up success / performance
• Articles that were only concerned with entrepreneurial success

Figure 2: Scopus Query: Research Articles studying start-up success or performance

Table 2: Exclusion criteria: Search for Success investigating Articles

Criteria
• Articles specifying the type of success or performance in their title
• Articles that were not of empirical nature
• Articles on entrepreneurial success
• Articles that did not state properly how they measured success

Note. Furthermore, articles examining technology start-ups were preferred.

2.2. Start-up at a glance
In the further course of this thesis, it will be important to

understand what a start-up is and which development phases
such a company goes through. This chapter examines the
concept of start-up by drawing on well-known start-up liter-
ature as well as high-impact entrepreneurship and manage-
ment research.

2.2.1. Definitions of the start-up concept
The term "startup" was first mentioned in 1976 within

a Forbes article published at the time to describe a newly
formed business (Nguyen-Duc et al., 2020). The aspect of
newness can also be found in more recent definitions, but it
has become considerably less relevant, which can be seen in
Table 4.

A review of existing definitions from selected entrepreneur-
ship and start-up literature reveals that start-ups are increas-
ingly ascribed characteristics that go beyond the purely time-
related definition. It also became evident that there is no
uniform characterization for a start-up, but that there are

overlaps between existing definitions. Start-ups are particu-
larly described as innovative, scalable, and growth-oriented
(Tech, 2018). For example, Blank and Dorf (2012) state
that a start-up is not an ordinary company but an organi-
zation looking for a suitable business model that will allow
for growth and profitability. According to Graham (2012),
especially the ability to grow disproportionately fast is the
key criterion that differentiates a start-up from an ordinary
company. In this context, he further adds that a start-up can
only achieve this rapid growth if it is able to successfully
serve a very large market (Graham, 2012). It thus becomes
apparent that start-ups are not newly founded companies,
but young organizations that aim for above-average growth
in various business dimensions and therefore want to serve
a large market (Tech, 2018). Research has shown that such
a venture can take an average of eight to ten years to reach
profitability. This time frame is therefore, often set as a
threshold to characterize start-ups in terms of time (Davila
et al., 2003; Li, 2020).
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Table 3: Thematic Codes for Literature Analysis

Scope Code
All Articles Author name (year)

Year
Title
Thesis Section
Notes
JQ3

23 Success Definition Success Definition
Articles
42 Empirical Studies Sample Size

Sample Type
Company age (in years)
#Employees
Success Metrics
Success Dimenison
Number of Dimensions,
[options: GROWTH, FUNDING, PROFITABILITY, LIQUIDITY
EVENT, OPERATIONAL, EFFICIENCY, SURVIVAL, OTHER]
Number of Measures
Measure Type
[options: f-financial, nf-non-financial, obj-objective, subj-subjective]
Journal

Remaining Articles Relevance
Key point

2.2.2. Start-up in academic research
To obtain an overview of how start-ups are characterized

in the research literature relevant to this thesis, a sample of
18 research articles from 12 different high-impact journals
was reviewed (see Appendix A2). The corresponding articles
were identified using the Scopus database by employing the
search query illustrated in Figure 3.

Each article was dedicated to the study of start-ups and
was therefore examined for both direct and indirect start-up
characterizations. An analysis of the selected sample yielded
12 characteristics that were primarily used to describe start-
ups. Table 5 illustrates these.

Four of these characteristics were applied particularly fre-
quently: young, new, lack of resources, and high uncertainty.
Thus, a large proportion of the sample defined a start-up
mainly as a newly established firm with a relatively short
operating history, which lacks resources and faces a high de-
gree of uncertainty. Relatively little importance was attached
to the characteristics of growth orientation and innovative-
ness. In fact, start-ups were explicitly distinguished from
high-growth and innovative start-ups, with the latter two
types mostly corresponding to the characterizations made in
the previous chapter (Audretsch et al., 2021; Cacciolatti et
al., 2020; S. Lee, 2022). This indicates that start-up defini-
tions in research and practice slightly differ from each other.
Within the reviewed academic literature start-up characteri-
zations still seem to be predominantly influenced by the orig-
inal meaning of the term. That is, a start-up is primarily con-
sidered a newly formed company and provided it has strong

growth intentions and an innovative approach, it is specifi-
cally referred to as a high-growth or innovative start-up.

2.2.3. Defining a start-up
Due to the differences between various start-up defini-

tions, it is necessary to define a start-up in concrete terms
for the purposes of this thesis. Since both the academic and
practical perspectives are of great relevance to this study, an
attempt was made to incorporate both views in this defini-
tion. The term "start-up" is used in the further course of this
work to describe a young company that (1) is not older than
10 years, (2) has strong growth intentions, (3) is develop-
ing innovative technology-based products or services and (4)
strives for a scalable business model that enables profitability
in the medium to long term.

2.2.4. Development stages of start-ups
In the course of their lifespan, start-ups develop on vari-

ous interrelated levels and thus pass through different stages
of development (Kumbhat & Sushil, 2018). A handful of re-
searchers and practitioners have devoted themselves to iden-
tifying and explaining these developmental stages, resulting
in a wide variety of models that have been created and pub-
lished over the past several decades (Blank, 2007; Kazanjian,
1988; Kazanjian & Drazin, 1990; Kumbhat & Sushil, 2018;
Marmer et al., 2011; Tech, 2018). Based on these models, a
four-phase model was developed that explains the develop-
ment of a start-up while sufficiently incorporating the financ-
ing rounds of the VC sector (see Table 6). The inclusion of the
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Table 4: Definitions of a Start-up

Reference Year Title Definition Characteristics
Santisteban et al.
(2021)

2021 Critical success
factors for
technology-
based startups

[. . . ] a small, dynamic,
flexible, high-risk
company that has a
reproducible and scalable
business model and
provides innovative
products and/or services.

small, dynamic,
flexible,
high-risk,
scalable business
model,
innovative

Ripsas et al.
(2018)

2018 A Startup
Cockpit for the
Proof-of-Concept

[. . . ] a young company
that is less than 10 years
old [. . . ] has an
innovative business
model and/or deploys
innovative technologies.
[. . . ] shows significant
growth either in the
number of employees or
in turnover.

young, <10
years old,
innovative
business model,
tech-based,
growth-oriented

Kumbhat and
Sushil (2018)

2018 Development
Stages and
Scaling Issues of
Startups

[. . . ] living organisms,
especially early-stage
startups operate under
conditions of extreme
uncertainty in search of
right product–market fit.

faces high
uncertainty

Tech (2018) 2018 Financing
High-Tech
Startups

An organization that aims
at scaling revenues and
headcount, that is less
than 10 years old, and
that develops a highly
innovative business
model or technology.

scale-oriented,
<10 years old,
innovative
business model/
technology

Giardino et al.
(2016)

2016 Software
Development in
Startup
Companies: The
Greenfield
Startup Model

Organizations focused on
the creation of high-tech
and innovative products,
with little or no operating
history, aiming to
aggressively grow their
business in highly
scalable markets.

tech-producing,
innovative,
little/no
operating
history, growth-
/scale-oriented

Thiel and
Masters (2014)

2014 Zero to One New technology tends to
come from new ventures
– startups [. . . ] a startup
is the largest group of
people you can convince
of a plan to build a
different future.

new, innovative,
technology
developing

Blank and Dorf
(2012)

2012 The Startup
Owner’s Manual

[. . . ] is not a smaller
version of a large
company. [. . . ] is a
temporary organization
in search of a scalable,
repeatable, profitable
business model.

temporary,
scalable, seeks
innovative
business model

(Continued)
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Graham (2012) 2012 Startup =
Growth

[. . . ] a company
designed to grow fast.
Being newly founded
does not in itself make a
company a startup. Nor is
it necessary for a startup
to work on technology, or
take venture funding, or
have some sort of “exit.”
The only essential thing is
growth.

growth-oriented,
scalable

Ries (2011) 2011 The Lean Startup [. . . ] a human institution
designed to create new
products and services
under conditions of
extreme uncertainty

new, faces high
uncertainty

Luger and Koo
(2005)

2005 Defining and
tracking business
start-ups

[. . . ] a business entity:
which did not exist
before during a given
time period (new), which
starts hiring at least one
paid employee during the
given time period
(active), and which is
neither a subsidiary nor a
branch of an existing firm
(independent).

new, active,
independent

Figure 3: Scopus Query: Research Articles that study and characterize start-ups

VC investment rounds is intended to ensure the suitability of
the model for the empirical part of this scientific work.

At the beginning, a start-up is in the early stage, which
consists of the pre-seed and seed stage.

In the pre-seed stage, there is an initial assumption for a
specific problem and the start-up is mainly concerned with
finding out whether this problem really exists and if it is

meaningful for a large number of prospective customers. The
goal of this stage is therefore to identify a problem worth
solving and to discover a suitable market for the intended
solution (Inc42, 2022; Kumbhat & Sushil, 2018).

This is followed by the seed stage, in which the start-up it-
eratively develops a first deployable solution in collaboration
with initial customers and validates whether this solution suf-
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Table 5: Start-up Characteristics in Academic Research

Characteristic Frequency Percentage References
(#Articles) (n=18)

young (≤ 7 years) 7 38.89% Audretsch et al. (2021), Cacciolatti et al.
(2020), Fackler et al. (2022), Roche et al.
(2020), Sauermann (2018), Sorenson et al.
(2021), and Zahra (2021)

faces high uncertainty 6 33.33% Audretsch et al. (2021), Cacciolatti et al.
(2020), Eveleens et al. (2017), Hasan and
Koning (2019), Sorenson et al. (2021), and
Zahra (2021)

lack of resources 6 33.33% Audretsch et al. (2021), Chatterji et al.
(2019), S. Lee (2022), Wasserman (2017),
Zahra (2021), and Zhang and Gu (2021)

new 6 33.33% Audretsch et al. (2021), Fackler et al.
(2022), Grillitsch and Schubert (2021), S.
Lee (2022), Roche et al. (2020), and Sauer-
mann (2018)

small 4 22.22% Audretsch et al. (2021), Cacciolatti et al.
(2020), Fackler et al. (2022), and Sauer-
mann (2018)

develops new products 3 16.67% Eveleens et al. (2017), Hasan and Koning
(2019), and Zhang and Gu (2021)

funded by informal / ven-
ture capital

3 16.67% Cacciolatti et al. (2020), Croce et al.
(2018), and Kolokas et al. (2020)

growth-oriented 3 16.67% Dushnitsky and Yu (2022), Hasan and Kon-
ing (2019), and S. Lee (2022)

not directly innovative/
growth-oriented

3 16.67% Audretsch et al. (2021), Cacciolatti et al.
(2020), and S. Lee (2022)

can have any size 2 11,11% Cacciolatti et al. (2020) and S. Lee (2022)
innovative 2 11,11% Hasan and Koning (2019) and D. Wang et

al. (2022)
vulnerable to economic
downturns

2 11,11% Fackler et al. (2022) and Sorenson et al.
(2021)

ficiently satisfies the needs of the target market. This devel-
opment process is usually associated with the acquisition of
initial paying customers and the generation of first revenues.
In the next step, the business model is also validated (Blank,
2007; Kumbhat & Sushil, 2018).

If the start-up has the necessary financial resources and
the product and business model allow it, it moves into the
growth stage (Tech, 2018). In this stage, the start-up prepares
its processes, product, and business model for rapid growth
and subsequently engages in very aggressive customer ac-
quisition to establish a strong market position (Kumbhat &
Sushil, 2018; Tech, 2018).

When customer and sales growth slowly level off and
sales generated by existing products start to become more
and more predictable, the later stage is reached. At this stage,
VC investors in particular often insist on an exit by means of
an IPO or acquisition to realize their profits. To increase sales,
a later stage start-up often begins to expand into the interna-
tional market and/or diversify the product portfolio until at

some point the primary focus is on sustaining the company
(Inc42, 2022; Tech, 2018).

2.3. Start-up Success in Academic Research
In entrepreneurship and management research, there is

no clear consensus on when a start-up can be called success-
ful. Definitions for start-up success are diverse as the mean-
ing of success is always linked to a specific context (Nambisan
& Baron, 2013; Santisteban et al., 2021).

2.3.1. Success as the sum of context-specific factors
Maidique and Zirger defined success as “the achievement

of something desired, planned, or attempted" (Maidique &
Zirger, 1985, p.305). According to this definition, a start-up
can be considered successful when it achieves what it was
supposed to achieve. The decision as to whether a start-up
is successful therefore depends on the expectations placed
on it and whether these have been fulfilled (Stuart & Abetti,
1987).
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Table 6: Definitions of a Start-up

Early stage
Pre-Seed Seed Growth Later
(Discovery) (Validation) (Efficiency/Scale) (Expansion/Maturity)

Objective Problem definition
and customer dis-
covery

Validation of product
and market

Refinement of pro-
cesses and rapid
growth

Expansions on a
larger scale and
business sustain-
ment

Market / Cus-
tomers

No real customer,
customer discovery
through interviews

Market calibration;
first paying cus-
tomers; demand
creation

Market penetration;
repeatable and ag-
gressive customer
acquisition process

Diversification; in-
ternationalization;
. . . market satura-
tion

Product Value proposition
defined, product
concept or prototype

First level of deploy-
able solution with
core features

Product matured;
complementary fea-
tures added

Mature product of-
fering

Team Only founders Founders on full
time, few key em-
ployees

Rapidly growing Moderately growing

Revenues No revenues Minimal initial rev-
enues

Growing revenues Stable revenue
streams

Funding Mainly informal Seed Series A to B Series C+, IPO, exit
Investors Bootstrapping, FFF,

BA, crowdfunding
BA, VC, CVC, crowd-
funding

VC, CVC, banks Private / public eq-
uity, debt / loans

Note. Adapted from Kumbhat and Sushil (2018) and Tech (2018)

The expectations of a start-up and thus the definition of
success depend on a variety of factors.

One of these factors is the perspective from which the
start-up is viewed (Nambisan & Baron, 2013). A founder’s
idea of start-up success, for example, may differ from that of
a venture capitalist (Black et al., 2010). For a venture capital-
ist, a start-up is successful if it generates a high return on in-
vestment, i.e., it enables a very profitable exit in the long term
– preferably through a successful IPO or acquisition. Success
is thus predominantly defined by financial indicators (Davila
et al., 2003; Gompers et al., 2008). For a founder, on the
other hand, personal and various non-financial criteria are
usually relevant in addition to financial aspects when defin-
ing success (Fisher et al., 2014).

Another factor that influences the definition of success is
a start-up’s stage of development. For an early-stage start-up,
for instance, success can have a different meaning than for a
late-stage startup, as they face different challenges and pur-
sue different milestones (Brush & Vanderwerf, 1992; Chan-
dler & Hanks, 1993; Witt, 2004). While in an early phase the
receipt of initial funding can already represent a success, the
success in the later stage is rather determined by financial
key figures and performance (Witt, 2004; Yua, 2020).

The meaning of success may also depend on the type of
start-up (Nambisan & Baron, 2013).

When it comes to sustainable start-ups, success is signifi-
cantly defined in terms of the contribution to society and the
environment, whereas these aspects are usually given less at-
tention in the case of an ordinary venture (Bocken, 2015).

The definition of success may also differ depending on the
technological complexity of the product offering. While a
young software start-up is successful if it achieves a certain
growth in sales, for a research-intensive biotechnology start-
up, the number of registered patents may be a more appropri-
ate indicator of success (Roche et al., 2020; Vissa & Chacar,
2009).

Lastly, when assessing the success of a start-up, the rele-
vant time horizon is crucial (Nambisan & Baron, 2013). In
the short to medium term, rapid growth or the ability to at-
tract rounds of funding may be considered an initial success
but is not a reliable indicator of a start-up’s long-term suc-
cess (Stuart & Abetti, 1987). Considering success only in a
single time dimension can thus lead to an erroneous assess-
ment (Maltz et al., 2003). Croce et al. (2018) therefore make
a distinction between “interim” and “ultimate” success.

2.3.2. Common definitions of success
Success can have different meanings for different indi-

viduals, and interpretations can depend on a wide variety
of factors (Kiviluoto, 2013; Nambisan & Baron, 2013; Witt,
2004). Nevertheless, there are dimensions in academic re-
search that are more often considered when conceptualizing
start-up success than others. Table 7 presents all definitions
identified within a sample of 23 scientific articles.

Five definitions of success were particularly prevalent:
(1) achieving rapid growth, (2) reaching a high level of fi-
nancial performance and profitability, (3) attracting various
funding rounds, (4) accomplishing a liquidity event such as
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Table 7: Definitions of Start-up Success

Dimension Definition #Articles References
Growth Having a highly scalable

business model and grow-
ing very fast, esp. in terms
of sales and employment.

8 Baron and Hannan (2002), Frank
et al. (2007), Guo et al. (2021),
Hormiga et al. (2011a, 2011b),
Peña (2002), Siegel and Wess-
ner (2012), and Stuart and Abetti
(1987)

Profitability High level of financial per-
formance and profitabil-
ity.

7 Bocken (2015), Hormiga et al.
(2011a, 2011b), S. Lee (2022),
Roure and Maidique (1986), Stu-
art and Abetti (1987), and Stucki
(2014)

Ability to attract
funding

Attracting and closing var-
ious funding rounds.

6 Beckman et al. (2007), Gaule
(2018), Schlichte et al. (2019),
Spiegel et al. (2016), Ter Wal et al.
(2016), and Woolley and MacGre-
gor (2021)

Liquidity Event Accomplishing an IPO or
being acquired by another
company.

6 Baron and Hannan (2002), Beck-
man et al. (2007), Croce et al.
(2018), Gaule (2018), Hong et
al. (2020), and Humphery-Jenner
and Suchard (2013)

Survival Surviving after a defined
period of time.

6 Baron and Hannan (2002), Frank
et al. (2007), Roure and Maidique
(1986), Stuart and Abetti (1987),
Stucki (2014), and Woolley and
MacGregor (2021)

Goal Attainment Meeting predefined goals
and objectives.

4 Dvir et al. (2010), Maidique and
Zirger (1985), L. Z. Song et al.
(2010), and Stuart and Abetti
(1987)

High Efficiency Being very efficient in
generating output com-
pared to competitors, esp.
in the form of revenue or
sales.

3 Gloor et al. (2020), L. Z. Song et
al. (2010), and Stuart and Abetti
(1987)

Positive Founder
Perception

Being perceived as suc-
cessful by the founders
across several different as-
pects.

2 Hormiga et al. (2011a) and Stuart
and Abetti (1987)

Contribution Making a positive contri-
bution to society and the
environment.

2 Bocken (2015) and Stuart and
Abetti (1987)

Customer /
Employee Satis-
faction

Satisfying the needs of
customers and employees.

1 Stuart and Abetti (1987)

an IPO or acquisition, and (5) surviving after a certain pe-
riod of time. The diversity of success definitions identified,
as well as the fact that 15 of the 23 articles studied (65%)
included at least two different dimensions in their definition
of startup success, supports the finding of Kiviluoto (2013)
and Maltz et al. (2003) that success is a multidimensional

construct. This assumption is also the basis of measurement
frameworks, such as the "Balanced Scorecard" by Kaplan and
Norton (1992) or Dvir et al.’s (1993) "Success Dimensions”
(Maltz et al., 2003).
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2.3.3. Success vs performance
There is also no uniform definition for the concept of per-

formance in academic literature. Interpretations provided
are rarely questioned and an understanding of this construct
is usually taken for granted (Richard et al., 2009). Perfor-
mance was originally defined as the sum of efficiency and ef-
fectiveness (Neely et al., 1995). However, performance is in-
creasingly perceived as a multidimensional construct whose
concrete meaning also depends on a specific context and
thus on a multitude of factors that can change over time
(Gerschewski & Xiao, 2015; Kiviluoto, 2013; Laitinen, 2002;
Maltz et al., 2003; Richard et al., 2009).

Success and performance are often considered the same
in entrepreneurship research because of their seemingly pos-
itive relationship to each other (Kiviluoto, 2013; Witt, 2004).
This was also evident in the analysis of the studies located in
Table 7. In more than half of the 23 reviewed articles, per-
formance was considered an operationalization of success,
resulting in the term "performance" often being used as a
synonym for "success". Since these concepts can therefore
not be considered separately, findings from performance re-
search have been incorporated into this thesis.

2.4. Success Measurement in Academic Research
Success measurement of start-ups is a controversial topic

in entrepreneurship and management research (Eveleens et
al., 2017; Kiviluoto, 2013; Zahra et al., 2000). This chapter
attempts to provide a comprehensive overview of how start-
up success has been measured in scientific literature to date
and why certain variables, metrics, or measurement meth-
ods are utilized. For this purpose, 42 research articles ded-
icated to the study of start-up success and/or new venture
performance were analyzed (see Appendix A3 for a detailed
overview of the articles).

2.4.1. Challenges in measuring start-up success
Measuring the success of start-ups is usually associated

with special challenges (Eveleens et al., 2017). Obtaining
data is mostly difficult, as start-ups do not have to publish
financial performance figures and rarely want to share sensi-
tive information with the public (Hope et al., 2013; Schlichte
et al., 2019; Woolley & MacGregor, 2021). While it is pos-
sible to collect data using self-reporting within surveys, this
approach is difficult to implement if very large samples of
start-ups are to be studied (Schlichte et al., 2019; Su et al.,
2015).

Even if a sufficient amount of data can be collected, there
are other aspects to consider when measuring start-up suc-
cess. Start-ups develop and change very quickly in relatively
short periods of time, making the significance of a success
measurement highly dependent on the exact point in time at
which it was conducted (Eveleens et al., 2017; Garnsey et al.,
2006). Moreover, the comparison of measures is often com-
plicated because start-ups can differ significantly depending
on their industry and the founders’ objectives (Chandler &
Hanks, 1993; Eveleens et al., 2017; Witt, 2004). Lastly, stud-
ies have shown that performance and success measures of

start-ups rarely show significant correlations and can even
be negatively correlated (Cooper, 1993; Trailer et al., 1996;
Witt, 2004).

2.4.2. Dimensions of success
In analyzing the 42 selected articles, one of the objectives

was to identify the specific dimensions that are considered in
relevant business research when measuring start-up success.

Frequently observed success dimensions

In examining the selected sample, eight different dimen-
sions of start-up success emerged (see Figure 4).

Most of the measures that were used within the reviewed
studies to operationalize success could be assigned to one of
these dimensions. The assignment was based on the spec-
ification of each study as well as common classifications
from entrepreneurship and management literature (Carton
& Hofer, 2006; Richard et al., 2009; Trailer et al., 1996).
In addition, the determination procedure of a measure or
the study-specific data collection method was not consid-
ered during assignment. That is, it was not relevant for
the classification whether the objective value of a metric or
variable was used within a study or whether it was assessed
subjectively using a scale. The dimensions most frequently
considered in the sample were growth, profitability, and
funding. In about 45% of the reviewed studies growth was
considered to be a reliable indicator of start-up success. This
is in line with the findings of various researchers in the field
of entrepreneurship. Growth has been found to be the most
used measure of success (Achtenhagen, L. and Naldi, L. and
Melin, L., 2010; Davidsson et al., 2009; Kiviluoto, 2013).

Growth as indication of success

The discernible preference for growth as an indication of
start-up success may be attributed to the fact that strong busi-
ness growth is usually associated with above-average results
and can have various positive effects on a start-up’s develop-
ment as well as its stakeholders and economy. Growth can
not only contribute to the survival of a start-up, but also in-
crease its attractiveness to potential employees and investors
(Ben-Hafaïedh & Hamelin, 2022; Coad et al., 2020; Nason
& Wiklund, 2018; Phillips & Kirchhoff, 1989). Furthermore,
fast-growing companies create a large number of new jobs
and are considered a significant driver of a country’s eco-
nomic growth (Coad et al., 2017; Henrekson & Johansson,
2010; Pereira et al., 2020). In addition, business growth is
often associated with profitability, as a variety of theories,
such as economies of scale, suggest a positive relationship
between sales growth and profits (Ben-Hafaïedh & Hamelin,
2022; Nicholls-Nixon, 2005).

However, there is also a growing body of literature
that questions this supposedly positive relationship between
growth and profitability and warns against viewing growth
alone as an indicator of success (Ben-Hafaïedh & Hamelin,
2022; Davidsson et al., 2009; Kiviluoto, 2013). Empirical
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Figure 4: Usage Frequencies of Success Dimensions in Academic Research

Note. Based on Table 8 and Appendix A3, total N = 42 (research articles).

research indicates that growth has at most a weak posi-
tive correlation with profitability and may in some cases
even be negatively correlated with financial gains (Delmar
et al., 2013; Markman & Gartner, 2002; Nason & Wiklund,
2018). Furthermore, studies have shown that at least small
and mid-sized companies may increase their likelihood of
long-term success by focusing more on profitability than
growth in the early years of their operations (Ben-Hafaïedh
& Hamelin, 2022; Davidsson et al., 2009). In this regard,
Ben-Hafaïedh and Hamelin (2022) state that a strong growth
orientation may be appropriate depending on the goals of
the entrepreneur and company. They emphasize, however,
along with Kiviluoto (2013), that growth alone is rarely a
reliable measure of success, and that sustainable growth
should be given much greater importance. Growth can thus
be of great relevance for the success of start-ups due to their
growth-oriented nature, but its causes, reasons as well as its
necessity must be questioned (Kiviluoto, 2013).

2.4.3. Types of success measures
In line with the identified dimensions of success, eight dis-

tinct types of success measures were detected within the sam-
ple studied. These could again be classified into six different
categories: growth measures, accounting measures, funding
measures, operational measures, liquidity event measures
and survival measures. Table 8 provides a complete overview
of all observed measures and how they were determined
within the 42 empirical studies.

Growth measures

Growth measures comprise all metrics that provide in-
formation on the internal and external growth of a start-up
(Brinckmann et al., 2011; Carton & Hofer, 2006). Since
the long-term economic success of a start-up often depends
on how fast it is able to grow, they can be important indi-
cators of success (Grillitsch & Schubert, 2021; Pe’er et al.,

2016). Growth measures are considered as a separate cat-
egory, as they are in some cases clearly distinguished from
traditional accounting-based measures in academic litera-
ture and growth is usually attributed special importance
in the context of measuring the success of start-ups (Gril-
litsch & Schubert, 2021; Guo et al., 2021). Moreover, in
entrepreneurship research, growth is often represented by
non-financial indicators (Chatterji et al., 2019; Schlichte et
al., 2019).

Among the sampled studies growth was preferably mea-
sured by the change in sales or employee numbers. This
observation is also consistent with existing literature. Ac-
cording to several researchers, growth in entrepreneurship
research is most frequently measured in terms of sales and
employment (Achtenhagen, L. and Naldi, L. and Melin, L.,
2010; Brinckmann et al., 2011; Grillitsch & Schubert, 2021;
Leitch et al., 2010; Witt, 2004). Growth in these two areas is
assumed to be a relatively good reflection of the internal and
external progress of a start-up (Brinckmann et al., 2011; Del-
mar & Shane, 2003). Sales growth is a good indicator of how
successfully a startup’s products or services are accepted and
adopted by its target market (Brinckmann et al., 2011; Zahra
et al., 2000). Employment growth, on the other hand, is a
clear indicator of a startup’s overall internal growth and an
increase in employee numbers suggests that more capacity is
available to realize objectives and generate higher returns for
stakeholders (Brinckmann et al., 2011; Gilbert et al., 2006).
Despite their ability to capture important developmental as-
pects of a start-up, both sales and employment growth were
rarely used alone in the sample, but rather in combination
with other measures of growth to represent this dimension.
This reflects the heterogeneity as well as multidimensional-
ity of the growth construct and underlines the difficulty to
capture this dimension on the basis of only one best measure
(Kiviluoto, 2013; Leitch et al., 2010). Moreover, by using dif-
ferent measures, a more precise understanding of the type of
growth achieved can be obtained (Brinckmann et al., 2011).
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Accounting measures

Accounting measures are one of the most widely used
tools for measuring organizational performance and are
based primarily on financial information, as found in the
financial statements of a company (Carton & Hofer, 2006).
Despite their supposedly low informative value for the suc-
cess of start-ups they were found to be of recognizable rel-
evance within the sample reviewed (Guo et al., 2021). Ac-
counting measures can be further divided into profitability,
size as well as efficiency measures (Carton & Hofer, 2006).

Profitability measures include all metrics that provide
insights into whether and to what extent a start-up is able to
generate financial gains (Carton & Hofer, 2006). Especially
in entrepreneurship research, their relevance for measuring
the success of a start-up is often debated and questioned,
as start-ups are rarely profitable in the first years of opera-
tion. Technology-based start-ups in particular usually have
to reach a specific size before they can generate their first
profits (Guo et al., 2021; C. Lee et al., 2001). Profitability
measures that were observed particularly frequently within
the reviewed sample were ROI, net profit and ROA. However,
these were rarely used as objective values, but were mainly
obtained subjectively.

Size measures provide information about the scale of a
start-up. Compared to growth measures, these are usually
absolute instead of relative or percentage values. Typical size
indicators are total sales, the number of employees or the
available assets of a start-up.

In empirical research, it is recommended to use size mea-
sures mainly as control variables (Carton & Hofer, 2006).
However, in the sample studied, total annual sales in par-
ticular was comparatively often considered as the dependent
variable.

Efficiency measures cover all variables and metrics that
demonstrate how well a start-up uses its resources. They
often contrast the generated outcome of a start-up such as
sales, turnover, or profit with the resources available or de-
ployed. Resources can be both financial and non-financial.
They can range from specific assets, such as a start-up’s fund-
ing or cash to the number of existing employees. Therefore,
efficiency measures can also contain non-accounting infor-
mation that cannot be retrieved from the financial statements
of a start-up (Carton & Hofer, 2006; Gloor et al., 2020).

One drawback of efficiency measures is that they are diffi-
cult to compare between different start-ups and industries, as
efficiency is often defined differently depending on industry
and company-specific factors (Carton & Hofer, 2006).

Funding measures

Funding measures include all variables and metrics that
provide insight into how capable a start-up is at attracting
financial resources from external investors. They mostly refer
to funding from venture capital firms as these represent one
of the most important outside sources of financing for start-

ups (Gloor et al., 2020; Kolokas et al., 2020; Söderblom et
al., 2015). Two funding measures that were used extensively
across the 42 studies reviewed were total funding amount
received and a binary variable indicating whether funding
was received at all.

Funding measures are increasingly used to measure start-
up success because of the positive implications of external
financing for a startup’s development and performance. Em-
pirical research shows that start-ups backed by venture cap-
ital firms demonstrate significant superiority in areas such
as growth, innovation, efficiency, productivity, and product
development speed (Chemmanur et al., 2011; Dutta & Folta,
2016; Gloor et al., 2020; Spender et al., 2017). The ability to
attract funding from venture capital firms can thus be critical
to the survival of a start-up and its long-term success (Alexy
et al., 2012; Audretsch et al., 2012; Beckman et al., 2007;
Shane & Stuart, 2002). Especially high-tech start-ups usu-
ally need multiple rounds of funding within a relatively short
period of time for the development as well as commercial-
ization of their products and services (Schlichte et al., 2019;
Ter Wal et al., 2016). Funding measures are also commonly
applied, as the receipt of funding is considered an important
milestone for a start-up, signaling the confidence of exter-
nal investors and the start-up’s progress (Beckman & Burton,
2008; Shane & Stuart, 2002; Woolley & MacGregor, 2021).
Moreover, most funding variables can be compared across
industries and are accessible online through public websites
and company databases such as Crunchbase (de Mol, E. and
Cardon, M. S. and de Jong, B. and Khapova, S. N. and
Elfring, T., 2020; Ter Wal et al., 2016; Woolley & MacGregor,
2021; Yua, 2020).

Operational measures

Operational measures mainly comprise variables depict-
ing the non-financial outcomes of a start-up and can vary
depending on the industry (Carton & Hofer, 2006; Ger-
schewski & Xiao, 2015). They can range from the satisfaction
of specific stakeholders such as customers and employees to
concrete market share or productivity measures (Fultz &
Hmieleski, 2021; Gerschewski & Xiao, 2015; Hult et al.,
2008; Stam & Elfring, 2008). While many of these measures
can be objectively captured a large proportion of operational
measures are often based on the assessments of selected re-
spondents, such as internal decision-makers of a start-up or
certain experts (Carton & Hofer, 2006).

Operational measures are mostly used as a complemen-
tation for accounting-based measures because they can cap-
ture future opportunities and success potential that has been
generated but is not yet evident in financial measures (Ger-
schewski & Xiao, 2015; Kaplan & Norton, 1992). How-
ever, one downside of these measures is that they are rarely
comparable across industries and their significance must be
viewed critically due to their often difficult-to-quantify na-
ture (Carton & Hofer, 2006).
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Liquidity event measures

Liquidity event measures indicate whether or how quickly
a start-up was able to liquidate its assets and distribute them
to stakeholders as part of a liquidity event such as an IPO or
acquisition by another company (Beckman & Burton, 2008;
Hong et al., 2020; Roche et al., 2020; Yua, 2020). Alter-
natively, they can also show how likely a liquidity event is
to occur in the future (Croce et al., 2018). Liquidity event
measures, which were used particularly often in the sample
studied, were two binary variables used to capture whether
a start-up experienced an IPO or an acquisition.

Those measures are often chosen as an indicator for fi-
nal success, as they allow to compare the success of start-ups
from different industries and a liquidity event can be an im-
portant milestone, especially for start-ups funded with ven-
ture capital (Beckman & Burton, 2008; Beckman et al., 2007;
Roche et al., 2020).

Survival measures

Survival measures provide information about the survival
and survivability of a start-up. Thus, they usually indicate
whether a start-up still exists and continues its business ac-
tivities within a predefined period of time. In this context,
the failure of a start-up is usually equated with its closure
(Richard et al., 2009; Witt, 2004). Within the sample stud-
ied, the most frequent survival measure was a binary vari-
able, denoting whether a start-up survived after a certain
time.

Since start-ups usually have to overcome numerous chal-
lenges such as liability of newness or smallness, the prob-
ability of survival is often very small (Shane, 2009; Soto-
Simeone et al., 2020). Technology-based start-ups in par-
ticular have comparatively low survival rates, which is why
survival can be a meaningful sign that a company is develop-
ing positively and can adapt appropriately to the needs of
its market (Carton & Hofer, 2006; M. Song et al., 2008).
Therefore, survival measures are mostly used as indicators
of success, since the survival of a start-up can signal success
in other measurement dimensions and, moreover, collecting
data for these measures is comparatively easy (Chatterji et
al., 2019; Richard et al., 2009; Witt, 2004; Woolley & Mac-
Gregor, 2021). These measures, however, are often associ-
ated with methodological hurdles in terms of determining an
appropriate observation period and distinguishing between
different types of company closures (Richard et al., 2009;
Witt, 2004; Woolley & MacGregor, 2021). The closure of
a start-up does not necessarily mean its failure, as a closure
is not always insolvency-related, but can also be the result
of a positive event such as a successful acquisition by an-
other company (DeTienne et al., 2015; Fortune & Mitchell,
2012; Richard et al., 2009; Wennberg et al., 2010). There-
fore, a distinction must be made between positive and nega-
tive closure (Woolley & MacGregor, 2021). Complementing
this, Trailer et al. (1996) note that survival does not always
mean success, as a venture can continue to exist despite poor

performance.

2.4.4. Measurement preferences
To obtain a more holistic overview of success measure-

ment in the scientific literature, the exact measurement be-
havior across the selected 42 articles was investigated. The
corresponding results are presented in this chapter.

Variety of measures and dimensions of success

According to Gerschewski and Xiao (2015), a combina-
tion of different types of metrics from different measurement
dimensions should be used to measure performance. This
multi-dimensional measurement approach has also been rec-
ommended by a variety of other researchers in the field of
performance and success measurement (Hult et al., 2008;
Richard et al., 2009; Stam & Elfring, 2008; Wiklund & Shep-
herd, 2005). Within the sample studied, an average of three
measures were used to evaluate success (see Figure 5). About
60% of the articles used three or fewer of the measures listed
in Table 8.

Figure 6 presents how often a certain number of dimen-
sions was examined in the sample.

About 69% of the sample considered a maximum of two
different dimensions when measuring success. One third
(33%) focused on only a single dimension. The highest num-
ber of measures and dimensions were observed in studies
that used subjective measures of success (Fultz & Hmieleski,
2021; Hormiga et al., 2011a).

Subjective and objective measures

In performance research, a distinction is made between
objective and subjective measures (Richard et al., 2009; Ruiz-
Jiménez, J. M. and Ruiz-Arroyo, M. and del Mar Fuentes-
Fuentes, M., 2021; Stam & Elfring, 2008). Subjective mea-
sures are determined with the help of subjective assessments
by selected respondents. Objective measures, in contrast,
originate from objective sources, such as, for example, ac-
counting systems, financial statements or alternatively self-
reports within surveys (Richard et al., 2009). Subjective
measures are particularly useful for examining non-financial
dimensions of start-up success and offer more flexibility than
objective measures (Richard et al., 2009; Ruiz-Jiménez, J.
M. and Ruiz-Arroyo, M. and del Mar Fuentes-Fuentes, M.,
2021; Stam & Elfring, 2008). Empirical studies have shown
that subjective measures correlate significantly with objective
ones and thus can be considered sound measures when used
appropriately (Fultz & Hmieleski, 2021; Wall et al., 2004).
However, they can be more susceptible to bias and error and
therefore subjective measures are often supplemented by ob-
jective measures (Deligianni et al., 2017; Li & Atuahene-
Gima, 2001; Richard et al., 2009). Within the sample stud-
ied, a preference for objective measures was evident (see Fig-
ure 7).

About 74% of the 42 reviewed articles exclusively de-
ployed objective measures for measuring success. Only eight
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Figure 5: Number of success dimensions considered in empirical Studies

Note. Based on Table 8 and Appendix A3, total N = 42 (research articles).

Figure 6: Number of used Success Metrics in empirical Studies

Note. Based on Table 8 and Appendix A3, total N = 42 (research articles).

Figure 7: Usage of Subjective and Objective Measures in empirical Studies

Note. Based on Table 8 and Appendix A3, total N = 42 (research articles).
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studies (19%) used a combination of objective and subjective
measures.

Financial and non-financial measures

Financial measures such as accounting metrics are often
used as a measurement tool to assess whether a company
has been able to achieve its economic goals (Gerschewski &
Xiao, 2015). However, it is increasingly recommended that
these are complemented by non-financial measures such as
operational metrics, since financial measures alone often fail
to capture important components of success (Gerschewski &
Xiao, 2015; Kaplan & Norton, 1992; Laitinen, 2002). Fig-
ure 8 illustrates the frequency of use of financial and non-
financial measures in the sample studied.

The majority of the sample (62%) used a combination of
financial and non-financial measures to depict success. How-
ever, still more than one fifth of the sample (21%) examined
success only at the financial level.

2.4.5. Success measurement across different start-up stages
The definition of success may differ depending on the

stage of a start-up’s development. That is there can also be
differences in how success is measured across different de-
velopment stages (Brush & Vanderwerf, 1992; Chandler &
Hanks, 1993; Witt, 2004). Start-ups in a very early stage,
for example, rarely have a product that can be commercial-
ized and therefore usually do not generate any revenue or
sales. Financial metrics are therefore not suitable for mea-
suring the success of such ventures. In general, it is usually
hard to capture the success of a very young early-stage start-
up using quantitative metrics (de Mol, E. and Cardon, M. S.
and de Jong, B. and Khapova, S. N. and Elfring, T., 2020;
Witt, 2004). According to the explanations of Witt (2004)
and the measurement decisions observed in the 42 selected
articles, all identified measures as well as measure types were
assigned to the four development phases of a start-up (see
Figure 9).

3. Empirical Research – Practitioners‘ Perspective

This study examines how start-up success is defined and
measured among venture capitalists. By doing so, it aims
to capture the practitioners’ perspective on the central re-
search question to complement the academics’ view and gain
a more comprehensive understanding of how start-up suc-
cess is measured. The primary focus of the study is specifi-
cally on very young early-stage start-ups as these were only
marginally represented in the literature review. However,
success measurement in this phase represents an important
object of investigation for this thesis since success in the early
days of a start-up is comparatively difficult to measure (de
Mol, E. and Cardon, M. S. and de Jong, B. and Khapova, S.
N. and Elfring, T., 2020; Witt, 2004).

3.1. Research Methodology
A qualitative research design was used to gain an in-depth

understanding of the views and opinions of the selected prac-
titioners (Patton, 2002). Specifically, semi-structured expert
interviews were employed to obtain information-rich in-
sights, and to complement the literature review previously
conducted (Flick, 2009).

3.1.1. Participant Sampling
Within a start-up ecosystem, there is a wide range of dif-

ferent participants in diverse roles, who moreover tend to
have varying areas of responsibility and objectives (Cukier &
Kon, 2018; Kiviluoto, 2013; Tripathi et al., 2019). It is hardly
feasible to sufficiently capture the views of all relevant groups
of practitioners in such an ecosystem. For this reason, this
study focuses exclusively on one group of practitioners that
was deemed to be particularly important within a start-up
ecosystem: venture capitalists. This group of practitioners
was chosen because the venture capital field can have a sig-
nificant impact on the success of start-ups and venture cap-
italists may have valuable expert knowledge about the topic
of success measurement gained from working with diverse
types of start-ups (Alexy et al., 2012; Beckman et al., 2007;
Gloor et al., 2020; Hall & Hofer, 1993; Maula et al., 2005). It
has therefore been assumed that venture capitalists, because
of their extensive experience with and knowledge of start-
ups, can be considered experts whose knowledge, despite
their mostly financial intentions, can potentially compensate
for the lack of other practitioners’ perspectives (Davila et al.,
2003).

To determine an appropriate sample of respondents with
a high degree of knowledge about the topic of interest, a
multi-stage sampling process was conducted. First, based
on the explanations of Patton (2002), purposeful sampling,
specifically criterion sampling was used to identify a sample
of 22 early-stage venture capital funds. For this, the LinkedIn
database was used. The selection of VC companies was based
on three different criteria. To be included in the sample, a
VC firm had to (1) be headquartered in Europe or the UK,
(2) have a special focus on for-profit early-stage technology
start-ups respectively pre-seed and seed investments and (3)
have a minimum number of 15 start-ups in its portfolio. Sub-
sequently, based on three criteria, more than 57 experts were
identified within the selected VC companies and contacted
via LinkedIn. According to (Singh, 2015), an expert should
have proven domain knowledge and experience in the rel-
evant research domain. To be considered an expert, a po-
tential interview participant therefore had to (1) work at a
VC fund in an investment-driven position, (2) work primar-
ily with early-stage start-ups, and (3) be active in venture
capital for at least 1.5 years and/or demonstrate compara-
ble experience with start-ups. The sampling and contacting
process resulted in a final sample of seven experts from seven
different early-stage VC funds with an average VC experience
of more than three years.
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Figure 8: Usage of Financial and Non-financial Measures in empirical Studies

Note. Based on Table 8 and Appendix A3, total N = 42 (research articles).

Figure 9: Success Measures across Development Stages

Note. Based on Table 8 and Appendix A3, later stage start-ups were hardly represented within the reviewed studies.

3.1.2. Data Collection
To gain a better understanding of the phenomenon

of start-up success and how it is measured, seven semi-
structured expert interviews were conducted with seven se-
lected early-stage venture capitalists. An overview of these is
provided in Table 9. The interviews were carried during the
period of June 21-29, 2022, using the video-chatting service
Google Meet, and lasted between 19 and 28 minutes, with
an average duration of approximately 24 minutes. Addition-
ally, a two- to three-minute introduction to the research was
given prior to each interview.

It was decided to use semi-structured interviews to be
able to elaborate on the respondents’ statements and to give
them the opportunity to shape the conversation themselves.
This was intended to contribute positively to the substantive
scope of the interviews (Singh, 2015). To allow for more
consistency between interviews and completeness of content,

an interview guide with key questions was created (see Ap-
pendix A4). This guide was based on the academic literature
previously reviewed and was validated beforehand through
a test interview with a venture capitalist from the author’s
network. Furthermore, the interview guide was divided into
three consecutive phases, whereby in each phase it was en-
sured that open-ended questions were used to minimize bi-
ases (Singh, 2015). In the first phase, an attempt was made
to obtain an overview of the respondent and its areas of re-
sponsibility. In the second phase, the expert was asked to
conceptualize the concepts of "start-up" and "start-up suc-
cess". The definitions of these key constructs were then used
as a transition for the third phase, which specifically focused
on success measurement. If requested, participants were pro-
vided with the prepared interview guide prior to the inter-
view. The interviews conducted were audio recorded using
software integrated into the author’s laptop. Each respon-
dent approved this recording with a prior signature of a con-
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Table 9: Overview of Interviewed Experts

Expert Expert’s role Investment focus Interview duration Interview date
E1 Investment Ana-

lyst
pre-seed 23:52 21.06.2022

E2 Investment Asso-
ciate

pre-seed 24:57 23.06.2022

E3 Managing Direc-
tor

early-stage 19:03 23.06.2022

E4 Investment Man-
ager

pre-seed to seed 24:04 24.06.2022

E5 Senior Associate early-stage 28:35 24.06.2022
E6 Investment Ana-

lyst
early-stage 23:05 24.06.2022

E7 Partner early to growth stage 24:33 29.06.2022

firmation of consent as well as a second verbal confirmation
before the start of the interview.

3.1.3. Data Analysis
After the data collection was completed, a thematic anal-

ysis was conducted following the phases and specifications of
Braun and Clarke (2006). Table 10 (Braun & Clarke, 2006,
p.87) illustrates the specific phases that were followed.

First, the audio recordings of each interview were re-
viewed and transcribed verbatim (see Appendix B for entire
interview transcripts). Specifically, an intelligent verbatim
transcription was performed to make the spoken text more
readable. Thereby, all types of identifiers such as names,
specific job titles, and the like were omitted to ensure the
anonymity of interview participants. Finally, all interviews
conducted in German were translated into English by using
the neural machine translation software DeepL. To distin-
guish the individual interviews from each other in the further
process, each expert was assigned a unique identifier (E1-
E7). After the transcription, the interview data were coded
using the data analysis software ATLAS.ti. Codes were de-
fined inductively and then assigned to predefined as well as
inductively determined themes. The final coding scheme is
presented in Table 11.

3.2. Venture Capitalists’ View of Success
3.2.1. Definitions of start-up success

At the beginning of the interview, the study participants
were asked what they considered to be a start-up and when
they considered a start-up to be successful. Start-ups were
primarily described as young, innovative growth companies
that often have a specific technology focus and are usually VC
funded (see Appendix A5). To define a successful start-up,
some of the respondents incorporated different perspectives
and emphasized the different meanings of success to differ-
ent viewers. Thus, three definitions of success emerged as
seen in Table 12.

Contributing to the fund’s performance: Four venture
capitalists defined success in terms of their fund’s financial

goals. They described a successful start-up as one that con-
tributes significantly to the fund’s return. For example, one
respondent stated: “With the VC fund, it is relatively clear to
achieve high valuations quickly. (E3)“. This statement was
confirmed by another interviewee, again highlighting the im-
portance of high valuations for the fund’s viability and con-
tinued existence:

Speaking as a VC, the start-up has to be a unicorn.
I mean we have 99 percent write-offs until we pay
back our fund. [...] If we get our money back a
hundred or two hundred times with a company,
then that’s enough to pay back the entire fund.
(E2)

Creating added value and generating profits: By tak-
ing a less investment-oriented perspective, some of the re-
spondents came to the conclusion that a start-up is successful
if it creates real value for customers while achieving a good
financial performance and eventually profitability. One re-
spondent pointed out that this should be the ultimate goal of
a start-up:

[...] that the start-up manages to translate this
growth potential into a sustainably functioning
business model and bring innovative solutions to
the market that customers can then benefit from.
That would be the goal for me. That’s how I would
define success. (E1)

Proving the viability of the company: Two venture cap-
italists further considered it a success if a start-up can over-
come certain stage dependent hurdles and reach its mile-
stones, proving that it is viable:

The way I think about things is maybe: “What is
meaningful signal for a company to prove risks of
that company that it’s viable?" [...] But I think
it comes back to just really thinking about what
are the big milestones to prove as a company and
where they are that in that journey [...]. (E5)
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Table 10: Overview of Interviewed Experts

Phase Description of the process
1. Familiarizing yourself with your data Transcribing data (if necessary), reading and re-

reading the data, noting down initial ideas.
2. Generating initial codes Coding interesting features of the data in a system-

atic fashion across the entire data set, collating data
relevant to each code.

3. Searching for themes Coding interesting features of the data in a system-
atic fashion across the entire data set, collating data
relevant to each code.

4. Reviewing themes Checking if the themes work in relation to the coded
extracts (Level 1) and the entire data set (Level 2),
generating a thematic ‘map’ of the analysis.

5. Defining and naming themes Checking if the themes work in relation to the coded
extracts (Level 1) and the entire data set (Level 2),
generating a thematic ‘map’ of the analysis.

6. Producing the report The final opportunity for analysis. Selection of vivid,
compelling extract examples, final analysis of se-
lected extracts, relating back of the analysis to the
research question and literature, producing a schol-
arly report of the analysis.

Note. From Braun and Clarke (2006)

Table 11: Interview Coding Scheme

First-order codes Second-order themes Aggregated Thematic
Domains

• Contributing to the fund’s performance
• Creating added value and generating profits Definition of start-up
• Proving the viability of the company success
• Being able to attract good investors VCs’ view of
• Getting closer to product-market fit Definition of start-up start-up success
• Making rapid progress in the right direction success in the early stage
• Success as multi-dimensional construct Success as a complex
• Success as context-specific construct construct
• Development stage
• Business model Measurement
• Product influencing factors
• Business type
• Direct statements Lack of data Measuring start-up
• Indirect statements success in early stages
• Traction
• Product & engagement
• Team & organization Preference for
• External Validation operational metrics
• Other measures
• Traction metrics Traction metrics
• Product metrics Product & engagement
• Engagement metrics metrics
• Arguments in favor of growth measures Rapid growth
• Arguments against growth measures Assessing the
• Arguments in favor of funding measures Receipt of equity funding significance of growth
• Arguments against funding measures & funding
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Table 12: Respondents’ Definitions of Start-up Success

Success is identified
as

Respondents’ Statements

Contributing to the
fund’s performance

• For us, from a pre-seed fund standpoint, I would say success is classified as, "You
manage to raise a strong next round." [...] Then later on, again, the question will
come whether you go for an IPO or whether you try to sell that or sell individual
shares. (E1)
• Speaking as a VC, the start-up has to be a unicorn. I mean we have 99 percent
write-offs until we pay back our fund. You can do that if a start-up really increases
its value at least a hundredfold from our point of view or increases our value in the
company a hundredfold. If we get our money back a hundred or two hundred times
with a company, then that’s enough to pay back the entire fund. (E2)
• It is different from the accelerator to the VC fund. With the VC fund, it is relatively
clear to achieve high valuations quickly. (E3)
• From an investor’s perspective, it is often said that a start-up is successful as soon
as it raises a lot of venture capital. (E6)

Creating added value
and generating profits

• [...] that the start-up manages to translate this growth potential into a sustain-
ably functioning business model and bring innovative solutions to the market that
customers can then benefit from. That would be the goal for me. That’s how I would
define success. (E1)
• We are a financial investor, which means we naturally look at the figures and then
you can define success on the basis of traction, sales, revenue, growth. [...]Only if the
product is good and successful, creates added value and has a market demand, then
that naturally results in positive financial KPIs, which are then again defined with
success. [. . . ] or a financial investor, success is really defined by revenue and growth
[. . . ]. (E4)
• [. . . ] but for me to really call a company successful, it either has to have a very clear
path to profitability that I find credible or actually have already achieved profitability.
(E6)

Proving the viability of
the business

• The way I think about things is maybe: “What is meaningful signal for a company
to prove risks of that company that it’s viable?" [...] But I think it comes back to just
really thinking about what are the big milestones to prove as a company and where
they are that in that journey [...] (E5)
• I think a successful start-up is a company that is young, as I said, and relatively new
to the market with a new business model, with a new product, with a new service,
whatever, and has proven that there is a product market fit. And, that the company
is growing. (E7)

3.2.2. Success in the early stage
After explaining what they understood by a successful

start-up, the interview participants were asked for their def-
inition of success in the case of an early-stage start-up. Al-
though respondents had a relatively similar understanding
of what an early-stage start-up is (see Appendix A6), a def-
inition was previously provided to ensure a consistent un-
derstanding of this term. Again, three major definitions of
success became apparent as seen in Table 13.

Being able to attract good investors: One theme that
came up frequently in the context of early-stage success was
raising additional funding. Three of the respondents con-
sidered it a clear success if a start-up was able to raise fur-
ther rounds of financing from attractive investors following
their initial investment. Respondent E1 made this particu-
larly clear:

For us, from a pre-seed fund standpoint, I would
say success is classified as, "You manage to raise a
strong next round." [...] for us, really, the most im-
portant thing is that they manage to raise a strong
follow-on round. [...] For really early stage, pre-
seed start-ups, I would say very clearly: a strong
follow-on round with prominent investors. (E1)

Getting closer to product-market fit: Some respondents
considered it a particular early-stage success when a start-
up shows early signs of a so-called product-market fit. This
was seen as a clear indication that the company is developing
positively:

In principle, whenever you have at least five cus-
tomers who are really convinced of your solution.
[. . . ] then you can perhaps also, although you still
have few customers and are still at an early stage,
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Table 13: Respondents’ Definitions of early-stage Start-up Success

Success is defined as Respondents’ Statements
Being able to attract
good investors

• For us, from a pre-seed fund standpoint, I would say success is classified as, "You
manage to raise a strong next round." [...] for us, really, the most important thing
is that they manage to raise a strong follow-on round. [...] For really early stage,
pre-seed start-ups, I would say very clearly: a strong follow-on round with prominent
investors. (E1)
• It’s all very individual. What’s also a success criterion is, are you getting relevant
investors? Do you have the ability to sell that well? Do people believe in you? That’s
also super important to measure success. For our start-ups, the external validation.
Does anyone else believe in that? If so, how good are they, how much value do they
bring? (E2)
• It’s great if they manage to achieve a high valuation or a higher valuation, and if
they still manage to attract attractive investors. (E3)

Getting closer to
product-market fit

• I think in the early stage, it’s successful if you can see that they’re moving in the
right direction. [. . . ] Are you getting closer to this product market fit? That is
interconnected with the metrics that you map at the end. Do they grow and do you
get a benchmark somewhere where you can say, "this is getting closer and closer to a
product market fit". (E2)
• [...] it gets back to that question of like, what’s the signal of the company? What
are the actual key risks? And so, you know, as I said, if you look at a company, and
you might look at a company. The risk here is that even if you build it, it won’t be
valuable. And so, if they’re in that part of the journey, where they’ve got to a stage
where they have built it, and they’ve got it out in the market, and people are using it,
and you know that it’s not exciting people and retention numbers aren’t going well,
then they probably haven’t proven the market risk attribute level. Like we’re not even
getting to business risks, yet. They haven’t been able to prove the market risk. Maybe
they’ve proven the product risk, they could build product. But the market risk is now
kind of gone. (E5)
• In principle, whenever you have at least five customers who are really convinced
of your solution. There is the classic product-driven question "How bad would you
feel or how unsatisfied would you be if our product were no longer available to you
overnight?" and if a certain percentage then really says "on a scale of 1-10, it’s an
8" then you can perhaps also, although you still have few customers and are still at
an early stage, very strongly assume that it is a very good product and they must be
close to product market fit. And accordingly, that would be one of the main success
metrics. (E6)

Making rapid progress
in the right direction

• I think in the early stage, it’s successful if you can see that they’re moving in the right
direction. Now that’s a super big question because it’s a case-by-case decision. I think
if you see the team manages to develop the product very quickly in one direction and
add more and more features and be more and more responsive to customer needs,
I think that’s relatively important on the product side. If they can iterate quickly,
execute quickly. Then, on the traction side, we want to see that it’s going in the right
direction, that they’re gaining more and more customers, that they’re staying longer,
that they’re slowly paying for it. (E2)
• [...] they are successful...if they are naturally in our portfolio, we assume for the
time being that they will continue to grow and can act positively in the market en-
vironment. [...] Success is when the team is well established, when a good organi-
zation is built up after our investment, [...] a team that is resistant to such downs
when things don’t go so well. They have a strong team, they can successfully deal with
those problems, find solutions and move on. [...] and if they have a sales structure,
that they have a strong funnel, that they can successfully convert customers from first
approach into paying customers. [...] The product has to be successful. That has to
offer the features and the services and solutions that are promised, that we’ve invested
in. [...] Revenue growth over month above 10 percent is always successful for me.
On the other hand, it can also be successful if it responds to market events and has to
pivoted if necessary, product has to be adapted. That’s what I meant at the beginning
with "resistant to adversities that occur" [...]. (E4)

(Continued)
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• I think you look very much in phases [...] in which you set milestones [...] Where
you look at okay, where are we today? What is our plan? Where do we want to go?
And then you look, are we achieving these goals, yes or no? [...] And I think that’s
when you realize you’re on a good path. And honestly, in an early phase, goals often
change, because you go to the market with hypotheses. It’s a very iterative process.
Sometimes you realize okay, the hypothesis that we have set up is maybe not quite
right, maybe we need to tweak the product a little bit, adjust it so that we get in the
direction of product market fit. [...] That is, you may no longer be running exactly in
the direction that you set as your goal six months ago, but you are still on the right
path [...] that’s how I would define success. [...] Are you getting closer to your goals
in the planned horizon [...] (E7)

very strongly assume that it is a very good product,
and they must be close to product market fit. (E6)

Consistent with E6’s statement, E7 considered an increas-
ing use of the product as a meaningful sign of product-market
fit. Furthermore, E7 defined product-market-fit as a state in
which there is a pull effect from the market, i.e., customers
actively demand a startup’s products without the company
having to draw their attention to them.

Making rapid progress in the right direction: Further-
more, a very young start-up was considered successful if it
makes rapid progress and develops positively in various busi-
ness dimensions. Particular relevance was attributed to the
product and customer side and the team:

I think if you see the team manages to develop
the product very quickly in one direction [. . . ] I
think that’s relatively important on the product
side. [...] we want to see that it’s going in the
right direction, that they’re gaining more and more
customers, that they’re staying longer, that they’re
slowly paying for it. (E2)

In this regard, E7 stated that the progress of a start-up
can be primarily assessed by whether the planned milestones
have been reached within a specified time horizon. However,
E7 also emphasized that these milestones can change very
quickly in the early stage.

3.2.3. Success as a complex construct
As respondents engaged in conceptualizing success, it be-

came apparent that they perceived success as a complex, mul-
tiform construct that must be considered on multiple dimen-
sions and whose meaning depends on contextual factors (see
Appendix A7). For example, one venture capitalist stated:
“Anyone that tries to encapsulate success in one metric is wrong
[. . . ] if you’re taking one in isolation from these attributes, I
think you, you can’t get a full picture. (E5)“.

3.3. Measuring Start-up Success in early stages
3.3.1. Measurement influencing factors

In answering questions about success measurement, four
of the interview participants pointed out that the specific met-
rics choice can vary depending on certain factors. The pri-
mary factors mentioned were business type, business model,

development stage and the product of the start-up (see Ap-
pendix A8). This was again summarized by respondent E7:

So, to identify the golden KPI or North Star metric
for an early-stage start-up is, I think, difficult, be-
cause it depends very much on the business model,
is it a B2B or B2C company, the product and the
phase. (E7)

3.3.2. Preference for operational metrics
The respondents’ statements highlighted that in the early

stages of a start-up’s development, there is little to no histor-
ical or financial data available to measure success (see Ap-
pendix A9). The majority of the venture capitalists therefore
emphasized the need for operational metrics:

Basically, I think we can probably say that the
goals by which one would ultimately define success
in the early phase are not so much aimed at finan-
cial KPIs, but rather at operational KPIs or other
milestones. The older the company, the greater the
importance of the financial KPIs. (E7)

E7 also highlighted that product milestones are particu-
larly important for young start-ups, as the pre-seed and seed
phases are primarily about product development and prod-
uct improvement: “I’m thinking here of pre-seed, seed compa-
nies. It’s very much about developing a product, finding product
market fit, which then at some point also means having the first
customers who use the product. (E7)“. However, some respon-
dents noted that the early phases are very fluid (see Appendix
A10) and there can be a rather quick transition from these op-
erational metrics and product milestones to common metrics
such as revenue growth:

I think these are the first points that you have to
validate so that you are somehow successful and as
soon as you have found something there, it’s about
these revenue metrics. [. . . ] But as soon as [. . . ]
that slowly moves in a direction of a growing com-
pany, the metrics MRR and revenues are super im-
portant. That’s a fluid stage [. . . ]. (E2)

Table 14 shows all metrics mentioned in the interviews.
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Table 14: Success Metrics in early Stages

Metrics Respondents’ Statements
Traction
Number of customers • So how much interest is there on the user side? How many customers do

they have in the pipeline? (E1)
• How is your pipeline evolving? [. . . ] Then, on the traction side, we want
to see that it’s going in the right direction, that they’re gaining more and
more customers [. . . ] (E2)
• [...] That’s where I think it’s more relevant to say, "have you been able to
find paying customers? Yes or no?", [. . . ] And then maybe the number and
how well you can convert them. (E6)

Paying customers (bi) • Then, on the traction side, we want to see [. . . ] that they’re slowly paying
for it. [. . . ]and that you test the willingness to pay. That they are willing to
pay a certain price for it. (E2)
• [...] That’s where I think it’s more relevant to say, "have you been able to
find paying customers? Yes or no?" [. . . ] (E6)
• Usage, so do I have customers who use the product? And ideally, they are
also willing to put money on the table. (E7)

Number of pilot / PoC /
development customers

• I think it’s important that you have one, two, three customers that you
develop your product with. So the number of POCs is definitely important.
(E2)
• Pilot projects are very helpful. That is, of course, a very good indicator.
[...] if they win customers, and paid pilot projects, I always think that’s very
important. That simply says a lot.. (E3)
• I think of very, very early-stage [...] it is simply more important to find
a development customer who wants to use the product and is willing to pay
something. [. . . ] the first question is "do you find development customers
and are they willing to pay for it?" (E6)

WTP • Then, on the traction side, we want to see [. . . ] that they’re slowly paying
for it. [. . . ]and that you test the willingness to pay. That they are willing to
pay a certain price for it. (E2)
• [. . . ] We also look at willingness to pay, which is also very important, but
the first question is "do you find development customers and are they willing
to pay for it?" (E6)

PoC size • So the number of POCs is definitely important. How big are the POCs?
How big are the departments that are testing the product? (E2)

Traction vs age • There’s a dimension that we call "traction versus age." That’s always an
absolute gut decision, but we try to score how much traction they have now
compared to other companies that we see in the portfolio compared to how
long they’ve been in the game. (E2)

Number of people inter-
ested in product

• Non-financial measures, for example, if you do a closed beta, how many
people want to get on your platform? How many people want to use that?
(E1)

Length of sales cycle • I think sales cycle is also ultra important in a B2B SaaS. If they get shorter
that’s always good as well. (E2)

First CAC • Maybe it’s not sales and revenue, but it’s [. . . ] how the first customer
acquisition costs are going. (E4)

Product & Engagement
Customer Churn • And then already the validation. The customers don’t churn right away, I

think that’s important.[. . . ] and look at "When are these customers churn-
ing? Why are they churning?". (E2)
• [. . . ] churn among customers is of course incredibly important. (E3)
• And if there is not this churn, it means of course first of all that the product
can establish itself or is used. (E4)

(Continued)
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Product development
speed

• And how can the team iterate with the feedback? How quickly can they
develop the product? I think that’s important. [. . . ] even if you can’t quan-
tify it, how fast paced are they? [. . . ] all that matters to us is growth, speed,
and in the beginning you don’t have metrics that grow, but can you manage
to test your product quickly, iterate. Are you fast there? (E2)
• product growth. The speed at which iteration takes place, so to speak.
(E6)
• How many sprints can we manage to achieve the goal? (E7)

Retention rate • [. . . ] but more non-financial metrics that show engagement. Also, reten-
tion rate and things like that. [. . . ] How often do they come back? (E1)
• Then, on the traction side, we want to see that it’s going in the right
direction, that they’re gaining more and more customers, that they’re staying
longer, that they’re slowly paying for it. [. . . ] Also super important.[. . . ]
What is your seven day retention? What is your 30 day retention? (E2)

Stickiness • Otherwise, it’s interesting to measure stickiness from a product perspective,
for example, using the retention rate. (E1)

Session length • When people are on the platform, how long do they stay? How much time
do they spend there? (E1)

Active users • Also super important. How many one active users? How many daily active
users? How many weekly active users? (E2)

Net promoter Score • [. . . ] and if a certain percentage then really says "on a scale of 1-10, it’s
an 8" then you can perhaps [. . . ] very strongly assume that it is a very good
product and they must be close to product market fit. And accordingly, that
would be one of the main success metrics. (E6)

Achievement of product
milestones

• We have defined milestones at product level where we want to get to. (E7)

Product quality • And how well do we deliver on the tech side, on the specifications from the
product? (E7)

Team & Organization
Team churn • It’s also important for the team. If you notice that people are always

leaving, that’s also a huge issue. (E3)
• What is their employee turnover? How many people leave the company?
(E6)

Achievement of team
building or organizational
goals

• [. . . ] there are also goals that we usually have that are very strong in
terms of team building and organizational development. (E7)

Team quality • Maybe it’s not sales and revenue, but it’s [. . . ] how you build the team
and how the first customer acquisition costs are going. (E4)
• And to qualitatively still people and hiring. Who do they hire? How good
are the people they herd, but also the people they have? (E6)

External Validation
Ability to attract good
follow-on investors (bi)

• For us, from a pre-seed fund standpoint, I would say success is classified
as, "You manage to raise a strong next round." [...] And I would say that
very clearly, for pre-seed early stage, a strong follow-on round is actually the
most relevant performance indicator. (E1)
• What’s also a success criterion is, are you getting relevant investors?[. . . ]
(E2)

Attractiveness for net-
work

• Then, of course, also attractiveness for the network. (E3)

Others
Business plan quality • Of course, that’s always less numbers driven with pre-seed. [. . . ] where

we just go really deep is if they can just get a good business plan. (E3)
Burn rate / runway • I think a good indicator of success is also how long or how well they can

plan ahead. Start-ups that have to raise three rounds because they didn’t
manage to pay attention to their runway in the first round is always difficult.
(E3)
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3.3.3. Traction metrics
In most of the interviews, one indicator of success was

mentioned particularly often: Traction.
Consistent with the statements of the other respondents,

E1 defined traction as evidence that users are interested in a
start-up’s product:

In the early stage, it’s also always very important
for us to see, [. . . ] but simply traction. So how
much interest is there on the user side? How many
customers do they have in the pipeline? Things like
that. traction. (E1)

Moreover, E2 attributed great relevance to the first signs
of traction for early success, as they provide insight into how
close a start-up is to potential product-market fit:

I think to make this a bit more tangible, the combi-
nation of traction compared to age is relatively im-
portant, i.e. how quickly do you manage to build
up traction, even if these are only the early signs of
traction. [. . . ] Are you getting closer to this prod-
uct market fit? (E2)

A variety of different metrics were used to measure trac-
tion (see Table 14). The most frequently stated indicator was
the number of (paying) customers a start-up is able to attract
to co-develop the product or conduct a pilot project or proof
of concept.

3.3.4. Product and engagement metrics
Besides traction, respondents placed particular emphasis

on metrics that provide insight into product progress and user
engagement with the product (see Table 14). One product-
related measure respondents perceived as very critical was
the speed at which a start-up develops its solution. In this
regard, E2 argued that even in the early stages, measuring
the speed and growth of a startup is essential, but common
metrics are rarely available:

How quickly can they develop the product? I think
that’s important. [. . . ] even if you can’t quantify
it, how fast paced are they? [. . . ] all that matters
to us is growth, speed, and in the beginning you
don’t have metrics that grow, but can you manage
to test your product quickly, iterate. Are you fast
there? (E2)

Furthermore, two engagement metrics that came up most
often during the interviews were customer churn and user re-
tention. E4 considered the churn rate to be a good indicator
that a product is being used sufficiently and is able to succeed
in its market.

3.4. Assessing the Significance of Growth & Funding
In academic literature, success has often been measured

using growth or funding measures (see Chapter 2.4.2 and
2.4.3). Interview participants were therefore asked for their
opinions on the use of these metrics as indicators of success,
especially in the early stages of a start-up.

3.4.1. Rapid growth
Although the majority of respondents attributed great im-

portance to growth, only the minority perceived rapid growth
as a significant indicator of success as seen in Table 15.

Especially in the early stages, typical growth measures
were considered a less meaningful indicator because most
very young start-ups are not ready to scale. Furthermore, E1
and E3 attributed significantly more importance to sustain-
able growth and pointed out that, regardless of the phase,
growth alone is not a sufficient measure of success:

Just bottomless growth without looking at the costs
on the same side is, of course, dangerous. A classic
is: The revenue shoots up, but in the same propor-
tion, the costs shoot up, and so you can’t build a
sustainable, successful business model. (E1)

3.4.2. Receipt of equity funding
While two respondents considered the receipt of a strong

funding round as a clear success, this
potential success indicator was also viewed rather criti-

cally as seen in Table 16.
On the one hand, some significance was attached to

funding measures, as external financing can be necessary to
achieve fast growth , may be an indication of good start-up
performance and has the potential to attract further attrac-
tive investors. On the other hand, four respondents high-
lighted the fact that funding is only a means to an end, and
it is better to be able to grow quickly even with less equity
funding:

But I don’t think the funding itself is a success at
this point. It’s actually much better if you can grow
quickly with less money. [. . . ] That brings less
dilution, more efficient growth, faster profitabil-
ity, and that’s also something that is generally very
highly valued by the market. (E7)

4. Discussion and Implications

Both in research and in practice, special attention is al-
ways paid to one particular type of start-ups: successful ones.
To date, however, little research has been done on how to
measure a start-up’s success (Eveleens et al., 2017; Kivilu-
oto, 2013). This thesis therefore examined what academics
as well as practitioners understand by a successful start-up
and what they consider to be reliable measures of success. In
addition, it outlined the rationale for certain measurement
decisions.

The literature analysis shows that researchers from the
entrepreneurship and management fields measure the suc-
cess of a start-up primarily by its growth, profitability, and/or
ability to raise rounds of financing. Especially growth and
funding measures are considered significant indicators of
success, as a large number of empirical studies confirm their
relevance for the performance of a start-up (Gloor et al.,
2020). However, a handful of authors question the use
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Table 15: Opinions on Growth as an Indication of Success

Rapid growth ... Respondents’ Statements
is success indicator /
success

• [...] even if you can’t quantify it, how fast paced are they? At the end of the day,
all that matters to us is growth, speed, and in the beginning you don’t have metrics
that grow, but can you manage to test your product quickly, iterate. Are you fast
there? Do you have the right nose? [...] I think that is the main indicator. You just
have to look in which dimension growth. Growth in the team. Growth in founder
development. Growth in product maturity. Growth in terms of the traction KPIs, but
at the end of the day it’s all about growth in some dimension. (E2)
• I think for a start-up and for a financial investor, success is really defined by revenue
and growth, especially if the two are related. [. . . ] Sales growth is crucial for me.
Sales or revenue. That is of course what is important. In the beginning, it’s more
sales and traction to customers. (E4)
• Yes, absolutely. In the end, it’s always about growth. [. . . ] So, financing as fuel,
fuel as we say, to accelerate growth, to drive it forward. [...] I would say, it’s mre of
a means to an end to achieve your actual goals, your actual success (E7)

to be questioned • Of course, it always depends a bit on the business model. What are they trying
to sell? Just bottomless growth without looking at the costs on the same side is, of
course, dangerous. A classic is: The revenue shoots up, but in the same proportion,
the costs shoot up, and so you can’t build a sustainable, successful business model.
In general, in addition to these growth metrics, I always find it interesting to see
whether a product market fit has been achieved in a certain way because you can
read off quite well from that or that signals relatively strongly whether sustainable,
profitable growth is possible or whether you are simply forced to pump more and
more money into marketing in order to keep sales high. (E1)
• I would rather say sustainable growth. Growth alone is out of the question. Because
we have seen that often enough, that companies are taken over very quickly and
that then only the figures are polished for the investors. That’s why early stage is so
difficult, because sustainable growth is usually not yet in there. [...] I don’t necessarily
believe in rapid growth, but rather in sustainable growth. (E3)
• There are start-ups where it can be a good indicator. [...]But it’s not necessarily
like that. When we invest in pre-seed, it’s often the case that there are a lot of pilot
customers, but that’s not converting yet, so they don’t have the big sales yet. [...] Then
there are other KPIs that are paid attention to. Maybe it’s not sales and revenue, but
it’s the customers you talk to, how you build the team and how the first customer
acquisition costs are going. And that’s important again on the other side. Sales is an
important indicator, but it can also take a back seat in the very early stages. (E4)
• And you could say it’s successful, depending on maybe looking at growth metrics,
and a bunch of things. But then you look at a space company, or a biology company
or a semiconductor company. The signal for those companies might take a lot more
money and a lot more time. (E5)
• Generally speaking, no. It depends very much on whether it’s a business where you
know that a lot of human capital will be needed, because it’s still a very operations-
heavy business. There growth is extremely important [...] That would be growth of
people level. If it’s a pure B2B SaaS business, it’s quite important how many customers
can you onboard and sell, so to speak, and then also revenue growth, of course. [...]
It is important, but I can’t tell you, if it’s just about growth in general, which level I
would always look at first. (E6)
• But even in the early stage, there are milestones that make up success before you
just get into the growth scaling phase. Probably more product level milestones, orga-
nizational milestones, so team building, recruiting relevant positions, roles, product
milestones. (E7)

of growth as a measure of success and state that sustain-
able growth is a much better indicator of long-term success

(Ben-Hafaïedh & Hamelin, 2022). In line with Eveleens et
al.’s (2017) suggestion, the reviewed literature also indi-
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Table 16: Arguments for and against Funding as an Indicator of Success

Respondents’ Statements
Pro
Enables growth • I think that’s one of the most valuable indicators.[...] I think funding is definitely

a success indicator. If you don’t have money, you can’t grow. (E2)
• There are different business models, quick commerce and everything similar just
burns an insane amount of money. Of course, you need a different funding level.
(E3)
• [...] Growth stories always mean burning a lot of money. (E4)
• When it comes to profitability, raising funding allows you to grow much faster
[. . . ] (E6)
• [...] at the end of the day, growth usually costs money somewhere, of course,
and especially in the venture area, where it’s about rapid growth, about scaling,
you need cash [...] So, financing as fuel, fuel as we say, to accelerate growth,
to drive it forward. [...] I would say, it’s more of a means to an end to achieve
your actual goals, your actual success. In that sense, it’s also a building block
somewhere, a piece of the puzzle of the overall success. (E7)

Suggests very good per-
formance

• I would say that it is particularly important for early stage start-ups. Especially
because many other KPIs that you would otherwise use are simply not available.
[...] And then for us, the first validation that we see is, okay, they manage to raise
a strong next round, then that’s definitely the most important success character-
istic in the stage. (E1)
• That’s a very valuable indicator because you can assess so quickly, what are cases
that hit anything. Nerve of the time, good timing, a good market, good product,
good team. If they get good investors and raise a stable round, so to speak, then
that’s the indicator "this can be something". (E2)
• The investment rounds are a clear indicator of where the company stands. Seed
investments usually go up to a maximum of 3 million. [...] From this you can
deduce how roughly the company is valued [...] you’re in a rage mostly so up to
10 million pre month. That’s early and you can actually deduce from that where
such a company stands. These are sales of up to one million recurring per year,
because in the software sector you can be significantly higher. And if this much
revenue is generated, you can deduce approximately, not exactly of course, how
many customers there are, how far along the product is and whether the product
still needs to be developed further. That’s why round size is the decisive factor for
me. (E4)
• So used to series A or Series B very, very hard to raise, and there wasn’t that
many people in that market, you know, there was 10 firms on Sand Hill Road in
SF, and you know, if you got through, that was a real test, and you actually must
have proven something. (E5)

Potentially attracts good
follow-on investors (posi-
tive signaling)

• So this signalling is a very important thing. Which investor makes the deal?
There’s this notion that this is a magnetic industry. Good people track good people.
Good investors, good founders, good team, etc. If you have good investors, then
again they track the best follow-on investors. (E2)
• [. . . ] it is a reality that funding can help you a lot in terms of publicity, and
then a self-reinforcing circle can form. You have been raised by good investors,
you get more publicity. You will also probably find better follow-up investors with
a higher likelihood, because it is simply a fact that when investors invest, it is
always checked very carefully who invested before What portfolio companies do
they have in that area?". Accordingly, yes, relevant. (E6)

Brings in valuable advi-
sors & partners

• [...] I think in the early stage it’s more important where the money comes from,
how much support you get there [. . . ] (E2)
• But the ideal way is that every 12-24 months a financing round comes along
that fits into the equity story, that is significantly better, that more great investors
and partners come in that bring added value, in example internationalization or
other topics that help [...] (E4)

(Continued)
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Contra
Lower funding needs may
also be due to higher effi-
ciency or more thoughtful
funding decisions

• [...] the important thing is whether you have the right funding for the business
model. So rather that the funding matched with what you need. I don’t think
the amount of funding alone is relevant. [. . . ] But that has to fit your business
model, that you don’t go back to fundraising every six months, but that there is
also a bit of a runway. (E3)
• Of course, there might be times when you need to raise money really quickly
and then you need to do the next round, but in the early stage, funding rounds
are a pain for the founding team. [...] and when we have invested, we first want
to see that they work with the money and then ideally only raise the next round in
12-15 months. After all, they should be able to handle the money 18-24 months.
(E4)

Being profitable and
growing fast with less
funding is better

• When it comes to profitability, raising funding allows you to grow much faster,
but I have a thousand times more respect for companies that manage to grow and
give away very little equity. (E6)
• But I don’t think the funding itself is a success at this point. It’s actually much
better if you can grow quickly with less money. [. . . ] That brings less dilution,
more efficient growth, faster profitability, and that’s also something that is gen-
erally very highly valued by the market. You can see that right now in the last
six months where the markets have cooled down a bit. Profitability is very much
appreciated by investors in particular on markets. [...] if I’m profitable [. . . ] or
the more profitable I am, the less external financing needs I usually have. (E7)

Cannot be considered in
isolation

• You can’t look at it in isolation. Either you’re a killer fundraiser to get good
follow-on funding because you have a super network and you’re a good sales-
person. Or you have a good growth in I don’t know what dimensions so that
somebody new goes in there. (E2)
• I would say, it’s more of a means to an end to achieve your actual goals, your
actual success. In that sense, it’s also a building block somewhere, a piece of the
puzzle of the overall success. [. . . ] But I wouldn’t consider a financing round in
itself, taken in isolation, to be a success. [...] (E7)

Informative value of fi-
nancing decisions must be
questioned

• But it’s not now I mean [...] in Europe, we went from five, six years ago, we had
about 600 fundraising rounds in a year, and now we’re up to about 4000. So, a
lot more, a lot more investors a lot more rounds. So, I think there’s less signal in
the fundraising to the success of the company. I think sometimes actually it can be
the wrong thing. People get funded too early because it’s a hype play. And often
they then don’t focus on the fundamentals of the company. [...] So, if you are
getting rewarded for not having great metrics, so in terms of this revenue multiple
in the growth model you don’t need to focus on people giving you money. (E5)

cates that a combination of different types of measures is
preferable for measuring the success of start-ups due to the
multidimensional nature of the success phenomenon (Ger-
schewski & Xiao, 2015; Richard et al., 2009). It also became
apparent, however, that academics face specific challenges
in measuring start-up success that may limit their choice of
success measures (Eveleens et al., 2017).

The qualitative study reveals that venture capitalists, de-
spite their financial intentions, perceive start-up success as
a multidimensional construct whose concrete definition de-
pends on a wide variety of factors. How they specifically mea-
sure success therefore depends for example on the business
model, development phase, or product of a start-up. Accord-
ing to the venture capitalists interviewed, reliable financial
metrics are usually not available in the very early stages of
a start-up. Operational metrics and milestones at the prod-
uct or organizational level were therefore considered the pre-

ferred options for measuring initial success. Along with this,
the interviews once again confirmed that growth and the abil-
ity to raise rounds of equity financing can be important indi-
cators of start-up success, but that their necessity and cause
should always be questioned.

4.1. Theoretical Implications
This scientific work contributes to a more holistic and bet-

ter understanding of the success phenomenon in start-up re-
search. The results show substantial overlaps with the find-
ings of Kiviluoto (2013): Start-up success has multiple di-
mensions that need to be considered and measuring it using
only one metric or dimension is rarely recommended. Ac-
cording to the experts interviewed, even growth measures
should be viewed critically (Ben-Hafaïedh & Hamelin, 2022;
Davidsson et al., 2009). This questions the validity of stud-
ies that have used only one indicator to measure success (S.
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Lee, 2022; Söderblom et al., 2015). The limited informa-
tive value for start-up success attributed to funding measures
also contradicts the measurement approach of studies that
have exclusively used measures of this type (Ter Wal et al.,
2016). Furthermore, the findings of the empirical study sup-
port Nambisan and Baron’s (2013) as well as Witt’s (2004)
statement that success and its measurement depend on vari-
ous factors, such as perspective or development stage.

4.2. Practical Implications
At a practical level, the results of the study are valuable

for both researchers and practitioners as they present how
the success of start-ups can be measured and what needs
to be considered. The findings from the literature review
as well as the empirical research suggest that start-up suc-
cess is a multi-dimensional phenomenon that can hardly be
measured by only one metric or captured within one single
dimension. Scholars and practitioners could therefore ben-
efit from a more differentiated view and measurement of
start-up success that specifically takes into account its multi-
dimensionality. In particular, the literature reviewed indi-
cates that financial, non-financial, subjective as well as objec-
tive measures of different success dimensions should ideally
be combined in future research to provide a more meaningful
measurement of start-up success. Furthermore, venture capi-
talists are provided with opinions and experiences from peers
in their field, allowing them to gain deeper insights into what
to look for when measuring start-up success, especially in the
early stages of development. Other relevant practitioners can
especially use the results of the empirical research to better
understand how venture capitalists think about and measure
start-up success. Founders, for example, can thus better un-
derstand the expectations of their investors both before and
after raising VC funding.

4.3. Limitations and Future Research
Although the goals of this academic work could be

achieved, this was still only possible to a limited extent.
Start-ups and their success have been the focus of academic
research for some time, but very limited research has been
conducted on the topic of success measurement. Moreover,
in entrepreneurship and management research, an explicit
distinction between success and performance is rarely made.
Therefore, in the course of the literature review, the avail-
able success literature had to be supplemented by findings
from performance research. Within the empirical research,
only the perspective of venture capitalists was examined,
leaving other relevant practitioners of a start-up ecosystem,
such as founders, unrepresented in the results. In addition,
despite the strong commitment to scientific rigor, the results
of the empirical study are hardly generalizable due to the
qualitative approach and the relatively small sample size. To
address these limitations, future research could examine the
findings of the empirical study using a large-scale quantita-
tive approach or replicate the study including significantly
more types of relevant practitioners. Future research could

also attempt to develop a standardized success measurement
framework for technology start-ups taking into account, for
example, the measurement challenges of researchers

5. Conclusion

This thesis aimed to advance the knowledge about suc-
cess measurement in start-up research by providing a com-
prehensive overview of what academics as well as practition-
ers define as a successful start-up and what they consider to
be reliable measures of success. To achieve this goal, several
scientific studies dedicated to the investigation of start-up
success were analyzed and semi-structured expert interviews
with venture capitalists from the early-stage investment sec-
tor were conducted.

It was found that start-up success in the academic world
is particularly measured by the growth of a start-up, its prof-
itability and/or ability to raise external capital. The empirical
research revealed that venture capitalists mostly prefer com-
mon financial metrics for measuring start-up success. How-
ever, for very early-stage start-ups they rely mainly on oper-
ational metrics as well as product and organizational mile-
stones due to the lack of financial data. Both the academic
and practical perspectives suggest that start-up success is a
complex, context-specific phenomenon whose measurement
depends on a variety of different factors that may change over
time. A meaningful measurement of start-up success there-
fore requires the use of a combination of different types of
metrics to address this complex nature of success. To deter-
mine a start-up’s success, for example, by considering only
one metric or dimension is a dangerous approach that does
not account for the true character of the success construct.
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Mit Selbstoptimierung zum individuellen Glück?

Self-Optimization for Individual Happiness? Title of the research article

Lea Krähenmann

University of St.Gallen

Abstract
In our secular society, individuals are urged to find meaning in their lives despite limited opportunities. While inner hero’s
journeys convey a sense of purpose, depth, and belonging, apparent promises of happiness, such as self-optimization, are
gaining increasing traction. This exploratory study aims to investigate whether students perceive self-optimization as a path
to a good life and how it relates to transformative journeys. Utilizing a combination of semi-structured interviews and a quan-
titatively analyzed questionnaire, the societal views of students, their practices and motivations for self-optimization, notions
of a good life, and interconnections are explored. In the post-heroic, secular, and performance-oriented society described by
students, the majority expects to self-improve. The analysis reveals that only a small fraction experiences transformative jour-
neys, while others strive for happiness in seemingly transformative developments like self-optimization or other life projects.
The hypothesis that this pursuit of happiness is based on incomplete understandings of meaning and self-awareness should
be examined in further studies.

Zusammenfassung

In unserer säkularen Gesellschaft sind Menschen trotz begrenzter Möglichkeiten aufgefordert, ihrem Leben Sinn zu geben.
Während innere Heldenreisen ein Gefühl von Sinn, Tiefe und Zugehörigkeit vermitteln, gewinnen scheinbare Glücksver-
sprechen wie Selbstoptimierung zunehmend an Bedeutung. Diese explorative Studie zielt darauf ab zu untersuchen, ob
Studierende Selbstoptimierung als Weg zum erfüllten Leben betrachten und wie sich dies zu transformativen Entwicklungs-
geschichten verhält. Mithilfe von semistrukturierten Interviews und einem quantitativ ausgewerteten Fragebogen werden das
Gesellschaftsbild der Studierenden, ihre Selbstoptimierungspraktiken und -motive, Vorstellungen eines gelungenen Lebens
sowie Zusammenhänge erforscht. In der postheroischen, säkularen und leistungsorientierten Gesellschaft erwartet die
Mehrheit der befragten Studierenden von sich selbst, an sich zu arbeiten. Die Auswertung zeigt, dass nur wenige Befragte
transformative Entwicklungsgeschichten erleben, während andere in vermeintlich transformativen Entwicklungen wie Selb-
stoptimierung oder anderen Lebensprojekten nach Glück streben. Die These, dass dieses strebende Glück auf unvollständigem
Sinn- und Selbstkenntnisverständnis beruht, sollte in weiterführenden Studien überprüft werden.
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1. Einleitung

”Ich glaube nicht an Gott, aber ich vermisse Ihn.” (Barnes,
2008). Das Zitat von Julian Barnes ist charakteristisch für
Menschen, die in einer säkularen Gesellschaft leben. Eine
säkulare Gesellschaft ist insofern schizophren, als sie einer-
seits Bürger*innen fern von Religion und anderen transzen-
denten Erfahrungen hält und andererseits erwartet, dass
diese individuell, basierend auf ihrem eigenen Wissen und
ihrer Leistung, ihrem Leben Bedeutung geben (C. Taylor,
2007, S. 727). Der epistemische Rahmen der säkularen
Gesellschaft bietet jedoch keinen Raum für die Befriedigung
von menschlichen Bedürfnissen nach Zugehörigkeit, Sinn
und Tiefe - wodurch diese jedoch nicht verschwinden (Kol-
mar, 2021, S. 233).

Im Buch ”der Heros in tausend Gestalten” zeigt der
Mythenforscher Campbell (1953), dass menschliche Ge-
schichten über Zeit und Kulturen einer verallgemeiner-
baren Struktur der sogenannten Heldenreise folgen. Die
Heldenreise steht symbolisch für eine innere, psychologis-
che Entwicklungsgeschichte, die Menschen durch die da-
raus gewonnene Selbst- und Menschenkenntnis Sinn er-
fahren lässt. Campbell’s Analyse der heutigen (westlichen)
Gesellschaft ergibt allerdings, dass der Sinn nicht länger im
Kollektiv, gar der Welt, sondern im Individuum zu finden ist.
Da sich das Individuum des Sinnes unbewusst ist, besteht
”das Problem der modernen Welt darin, ihr einen Sinn zu
verleihen” (Campbell, 1953, S. 371).

Spiritualität, Transzendenz und Gemeinschaft sind laut
der Positiven Psychologie wichtige Wege, Sinn zu erfahren
und tragen erheblich zur subjektiven Lebenszufriedenheit
bei (Diener & Seligman, 2002, 2004; Seligman, 2002).
Gleichzeitig halten sich seit dem antiken Griechenland zu
Glück führende Leitideen der Verbesserung von sich selbst
und der Welt (Balandis & Straub, 2018). Die Idee hat
sich, wie einige Soziologen und Soziologinnen argumen-
tieren, vielmehr zu einem Zwang des Selbstoptimierens
und -investierens gewandelt (Balandis & Straub, 2018;
Mühlhausen & Wippermann, 2013). Im proklamierten
Zeitalter der Selbstoptimierung wird dem Individuum in
vielen Praktiken wie beispielsweise dem Konsum von Rat-
gebern, leistungssteigernder Substanzen oder der Durch-
führung von Schönheitsoperationen, Glück versprochen
(Röcke, 2021, S. 7). Selbstoptimierende Praktiken en-
thalten auch destruktives Potential. Nicht alle Individuen
sind in der Lage, sich erfolgreich den gesellschaftlichen An-
forderungen der Selbstoptimierung anzunehmen und das
”unternehmerische Selbst” (Bröckling, 2013) droht zum ”er-
schöpften Selbst” (Ehrenberg, 2015) zu werden. Eine Zu-
nahme von Stress, Depressionen und anderen psychischen
Erkrankungen ist die Folge.

Junge Menschen haben in den neusten Schweizer Studien
zur psychischen Gesundheit besonders schlecht abgeschnit-
ten (Barrense-Dias et al., 2021). Studierende wiesen in
einer vorangehenden Studie durchschnittlich schlechtere
mentale Gesundheitswerte auf als die Gesamtbevölkerung
der gleichen Alterskategorie (Bundesamt für Statistik, 2018,

S. 12). Erste Studien untersuchen die Lebenszufriedenheit
von Studierenden (Jakubasch, 2017; Schramek, 2012; Zeid-
ner, 2021), deren Erfolgsnarrative (Donaldson et al., 2000;
Picton et al., 2018) sowie den Einfluss ihrer Selbstverständ-
nisse auf den Lebenssinn (Venter, 2016). Forschungslücken
bestehen in der Wahrnehmung von Selbstoptimierungszwän-
gen Schweizer Studierenden, der daraus abgeleiteten Selb-
stoptimierungspraktiken und der subjektiven Einordnung
der Selbstoptimierung in Vorstellungen eines gelingenden
Lebens.

Ziel dieser explorativen Arbeit ist es, aufzudecken, wie
und aus welcher Überzeugung Studierende der Wirtschafts-
wissenschaften Selbstoptimierung betreiben, welche Bedeu-
tung sie dieser zur Erreichung eines gelingenden Lebens
beimessen und inwiefern ihre individuellen Selbstopti-
mierungsnarrative als Ersatz für fehlende grössere Sinnzu-
sammenhänge in der Gesellschaft dienen. Die Beantwortung
der Forschungsfrage:

Inwiefern konkurrieren Selbstoptimierungsnarra-
tive und -praktiken von Studierenden der Wirtschaftswis-
senschaften mit Heldenreisen, die dem gelingenden
Leben zuträglich sind?

ist insbesondere für Studierende und gesellschaftliche Insti-
tutionen wichtig, da sich diese gegebenenfalls von der Selb-
stoptimierung eine transformative Reise zum gelingenden
Leben erhoffen und aufgrund dessen keine tiefergreifende
innere Heldenreise in Angriff nehmen. Zur Beantwortung
der Forschungsfrage werden in einem ersten Schritt theo-
retisch Überschneidungen und Unterschiede von Selbstopti-
mierung und Heldenreisen in der säkularen Gesellschaft er-
arbeitet. Mithilfe einer Kombination quantitativer und qual-
itativer Methoden wurden die Selbstoptimierungspraktiken
und -narrative der Studierenden sowie deren Einordnung
in die Vorstellung eines gelingenden Lebens erfragt. Auf
die Erläuterungen zur Methodik folgen die Illustration und
Diskussion der Resultate. Diese explorative Arbeit schliesst
mit Limitationen und Vorschlägen zu weiterführenden Stu-
dien.

2. Theoretische Grundlagen

2.1. Sinn in einer säkularen Gesellschaft
C. Taylor (2007) untersucht in seinem Buch ‘A secu-

lar age’, den Wandel vom christlichen Einheitsglauben in
europäischen beziehungsweise westlichen1 Ländern zur Au-
flösung dessen in kleinere und fehlende Glaubenseinheiten.
Eine säkulare Welt ist somit nicht gleichzusetzen mit einer
ungläubigen Welt, sondern mit einer in welcher, aufgrund
des vorherrschenden wissenschaftlichen Bezugsrahmens,

1 Westlich wird in dieser Arbeit verwendet um die kultur-historischen
Veränderungen der westlich gelegenen Kontinente wie Europa und Nor-
damerika zu beschreiben. Dazu gehört insbesondere die Säkularisierung,
die unter anderem durch eine Trennung von Kirche und Staat sowie re-
ligiöser Vielfalt und Abnahme der Religiosität im Allgemeinen charakter-
isiert ist.
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eine Fragmentalisierung und Pluralisierung des Glaubens
stattgefunden hat (C. Taylor, 2007, S. 727). Religion muss
sich heutzutage im wissenschaftlichen Kontext einordnen
und nicht mehr umgekehrt (Kolmar, 2021, S. 47).

Zudem ist der heutige epistemische Rahmen von Entza-
uberung2 geprägt. J. Smith (2019) drückt Taylor’s Entza-
uberung als Bedeutungsverlust von Transzendenz und Un-
endlichkeit aus. Es entsteht ein sogenannter exklusiver Hu-
manismus, ”eine Art, in der Welt zu sein, die die tiefsten
Quellen des Sinns nur in Bezug auf das menschliche Leben
und nicht in Bezug auf eine Realität ausserhalb oder jen-
seits des menschlichen Lebens verortet” (Hondo, 2013). Wie
in der Einleitung beschrieben wird gesellschaftlich vom In-
dividuum erwartet, dem eigenen Leben durch eigene Leis-
tung und eigenes Wissen einen Sinn zu verleihen. Durch die
Etablierung eines wissenschaftlichen Gesellschaftskontextes
wurden nach dem Sinn fragende ‘wozu‘ durch ‘wie‘ Fragen
verdrängt (Kolmar, 2021, S. 48).

Die Menschen suchen im naturalistischen Kontext verge-
blich nach Antworten auf ‘wozu’ Fragen, denn deren Nicht-
beantwortung unterdrückt nicht deren Existenz. Der ameri-
kanische Psychologe Maslow bestätigte das menschliche
Bedürfnis des Sinnverspüren des eigenen Lebens, indem
er kurz vor seinem Tod Selbsttranszendenz als oberstes
menschliches Bedürfnis hinzufügte. Selbsttranszendenz
beschreibt ein Gefühl, sich selbst als sinnvollen Teil etwas
Grösserens verstehen zu können (Venter, 2016, S. 3). Der
immanente Rahmen verunmöglicht Transzendenz, indem
ein gelingendes Leben normativ auf Selbstverantwortung,
Autonomie und Selbstdisziplin basiert (Kolmar, 2021, S. 50).
Menschen suchen in säkularen Gesellschaften entsprechend
in Lebensprojekten wie Familiengründung, Karriere oder
dem materiellen Konsum nach einem erfüllenden Leben, was
sich letztendlich als Illusion erweist (Kolmar, 2021, S. 49; J.
Smith, 2019; C. Taylor, 2007, S. 14). Der Psychoanalytiker
Jacques Lacan spricht davon, dass das Individuum durch die
notwendige Anpassung an soziale Konventionen3 ein Teil des
eigenen Wesens verliert. In seiner pessimistischen Deutung
der Zukunft leben alle Menschen aufgrund dieser unerreich-
baren Vollständigkeit4 mit einer ”nicht zu füllenden Leere
im Zentrum ihrer Existenz” (Kolmar, 2021, S. 178). Es ist

2 Der Begriff Entzauberung wurde von Max Weber geprägt. Er beschreibt
damit eine zunehmende Rationalisierung, und Intellektualisierung der
Welt, welche auf Kosten mystischer Weltanschauungen Wissenschaftliche
ermöglicht. Für weitere Ausführungen des Konzepts sei hier aufgrund des
begrenzten Rahmens auf (Weber, 2002) verwiesen.

3 Dazu gehören beispielsweise soziale Interaktionen, die Sprache sowie die
Kultur. Lacan gibt diesen den Namen ‘das Symbolische’.

4 Lacan beschreibt dies mit folgenden Begriffen: ‘Das Imaginäre’ um-
fasst Selbstbilder sowie Beziehungen zu anderen Personen. Es beinhal-
tet somit Aspekte wie Identität, Fantasien, Begehren und das Verhältnis
zum eigenen Körper. ‘Das Reale’ stellt laut Lacan die Ebene der Wirk-
lichkeit dar, die sich jenseits von Symbolen, Sprache und Konstruktio-
nen befindet (Lacan, 1977, 1992). Imaginäres und Reales werden sich
niemals übereinkommen. ‘Das Ding’ ist Ausdruck der Hoffnung, ”die
eigene Leere füllen zu können” (Kolmar, 2021, S. 177). Es stellt jedoch
ein ”verlorenes Objekt dar, welches nicht angeeignet werden kann, nie
eigen war. Es ist der Platzhalter für die Leere im Symbolischen” (Kolmar,
2021, S. 178).

diese Leere, die laut Lacan, zur Triebkraft kapitalistischer
Gesellschaften wird: ”Konsum und Fortschritt werden zu
Versuchen, die durch sie letztendlich unerfüllbaren Wünsche
nach Sinn zu befriedigen” (Kolmar, 2021, S. 48). Das Indi-
viduum geht in der Erforschung neuer Lösungen verloren,
weil das Ziel unerreichbar ist, was eine Voraussetzung für
den sogenannten Nova-Effekt darstellt (C. Taylor, 2007, S.
423).

Dass das eigene Leben nicht mit zureichend Bedeutung,
Sinn und Zugehörigkeitsgefühl versehen werden kann, führe
”zu einem Gefühl der Leere, einem Mangel im Zentrum der
Existenz, einem Verlust an Gründen und damit einem Ver-
lust eines Grundes, auf dem man stehen könnte” (Kolmar,
2021, S. 48). Neben der persönlichen Enttäuschung über
die Nichterfüllung des Wunsches, seinem eigenen Leben
einen Sinn zuzuschreiben, wird das gesellschaftlich als Leis-
tungsversagen des Individuums geächtet. Der gesellschaft-
liche und psychologische Druck führt letztendlich zu einer
mehr oder weniger problematischen Entladung der anges-
tauten Energie, dem Nova-Effekt. Ein weniger problematis-
ches Beispiel stellt das Einnehmen einer anderen Rolle am
Karneval dar. Problematisch sieht Taylor die Radikalisierung
und Führung höchst gewalttätiger ‘heiliger’ Kriege, die nicht
Gottes wegen sondern des gemeinschaftlich wahrgenomme-
nen Lebenssinns wegen geführt werden (C. Taylor, 2007, S.
300, 625).

Im Rahmen dieser Arbeit wird geprüft, ob Studierende
fälschlicherweise in der Selbstoptimierung den gesellschaft-
lich fehlenden Sinn suchen. Die nächsten Kapitel widmen
sich entsprechend dem Phänomen der Selbstoptimierung.

2.2. Selbstoptimierung
Ziel dieses Kapitels ist es, den Begriff Selbstoptimierung

für die Arbeit einzugrenzen. Dafür wird in einem er-
sten Schritt der relativ neue Begriff angenähert sowie in
einem zweiten positive und negative Aspekte ausgeführt.
Schliesslich wird die Verwendung von Selbstoptimierung in
dieser Arbeit dargelegt.

2.2.1. Begriffsannäherung
Im Jahre 2014 hatten 61% der deutschen Bevölkerung

von Selbstoptimierung weder gehört noch gelesen (“Das
optimierte Selbst”, 2014). Trendforscher*innen sprechen
derweil vom 21. Jahrhundert als dem der Selbstopti-
mierung und Soziologen*innen sprechen von Optimierungs-
gesellschaften (Balandis & Straub, 2018; Mühlhausen &
Wippermann, 2013).

Die Verbesserbarkeit oder gar Perfektionierbarkeit stellt
den Anfang jedes Optimierens dar: Prinzipiell können Dinge
oder Personen zum Besseren verändert werden. Der Begriff
des Optimierens geht zurück auf das lateinische ‘optimus’,
was als der Beste oder der Tüchtigste übersetzt wird. Op-
timierendes Verhalten sollte demnach zum bestmöglichen
Zustand, dem sogenannten ‘Optimum’, führen. Das ‘Selbst’
stellt allgemein einen Bezug auf die eigene Person dar. Das
Selbst in Selbstoptimierung beschreibt ein Ichbewusstsein,
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welches für die Entscheidung, intentional an sich zu arbeiten,
als Voraussetzung gilt. Durch den Selbstbezug der Selbstop-
timierung wird das Individuum Subjekt und Objekt zugleich
(Röcke, 2021, S. 52). Aus soziologischer Perspektive ergibt
sich das Selbst aus komplexen Wechselbezügen zwischen
eigenen Handlungen einerseits und dem sozialen Umfeld
andererseits und kann deshalb nicht einheitlich sein (Röcke,
2021, S. 182).

Die Selbstoptimierung unterscheidet sich durch ihre
zeitliche Unbeschränktheit und den freiwilligen instru-
mentellen Selbstbezug von der Selbstverbesserung: Es wird
verbessert, bis nichts mehr verbessert werden kann - so-
dass ein Selbstverbesserungsende wieder zum Anfang wird.
Oftmals verschieben sich die Ziele bereits während den
fortschreitenden Handlungen. ”Die Vorläufigkeit des rela-
tiv Besten trennt die Optimierung von der Perfektionierung,
also vom Perfekten oder Vollkommenen” (Girkinger, 2019, S.
16). Laut Balandis und Straub (2018) hat die ”Optimierung
kein endgültiges Ende, nichts Definitives vor Augen” (C.
Taylor, 2007, S. 300, 625). Die vorausgesetzte Unabschliess-
barkeit hebt die Prozessdimension der Selbstoptimierung
trotz (Schein-)Zielen in den Vordergrund (Balandis & Straub,
2018, S. 4).

Duttweiler, deren Fokus auf der alltäglichen Selbstopti-
mierung liegt, beschreibt Selbstoptimierung als ”kleine Mod-
ifikationen der alltäglichen Lebensführung hin zu einem
glücklicheren, fitteren oder gesünderen Leben” und nicht
als ”radikale Verwandlung zu einem Neuen oder einem per-
fekten Menschen”. Das Leben wird zur ”ewigen Baustelle,
denn immer wieder werden neue Ziele anvisiert und ständig
‘Ausbesserungen’ in diversen Bereichen vorgenommen” (Dut-
tweiler, 2016, S. 27). Ein weiteres Merkmal der Selbstop-
timierung stellt das Handeln im [angenommenen] eigenen
Interesse dar (Röcke, 2021, S. 25, 168).

Die Selbstoptimierung ist inhaltlich nicht definiert. Selb-
stoptimierung hat weder einen intrinsischen Zweck noch
eineRegel zur Messung des Fortschritts. Wie Röcke schreibt
kann die ”leere Hülle (der Selbstoptimierung) beliebig
gefüllt werden” (Röcke, 2021, S. 178). Zahlreiche Di-
mensionen des Selbst können optimiert werden. Dazu
zählen beispielweise physische, gesundheitliche, soziale,
psychische und geistige Zustände, Eigenschaften sowie Kom-
petenzen, Charakterzüge, Fähigkeiten und Prozesse. In-
haltlich kann die Selbstoptimierung entsprechend individu-
ell variieren (Heßdörfer, 2018). Gemeinsam bleibt den
Selbstoptimierungsstreben die Intention das, gegeben den
Möglichkeiten, „situativ bestmögliche, über dem ‘normalen
Mass’ liegende Ergebnis zu erreichen, das aber immer wieder
‘getoppt’ werden kann. Die grundlegende Intention ist es,
besser zu werden, aber nicht im Sinne eines ‘besseren Scheit-
erns’, sondern des ‘besser Bessermachens’” (Röcke, 2021, S.
9). Neuste Befragungen zeigen, dass sich die Ziele der Selb-
stoptimierer*innen von leistungskonnotierten Begriffen wie
”höher, schneller, weiter” zu innenorientieren Wertehaltun-
gen und Bereichen wie Freiheit, Gesundheit sowie Glück
verschiebt (Mühlhausen, 2016b, S. 4). Auch Modifikationen
am Körper können ”dem Ausdruck der eigenen Identität und

Persönlichkeit dienen” und ein Aspekt von Selbstoptimierung
sein. Dieser objekthafte Erlebensaspekt des Körpers ”sei bei
diesen Personen deutlich stärker ausgeprägt als bei Personen
ohne Körpermodifikationen ” (Röcke, 2021, S. 186).

Im Duden wird die Verwendung des Wortes Selbstop-
timierung als ”leicht abwertend” beschrieben. Selbstopti-
mierung wird als ”jemandes [übermässige] freiwillige An-
passung an äussere Zwänge, gesellschaftliche Erwartun-
gen oder Ideale” definiert (Duden, 2023c). Hierbei wird
klar, dass Selbstoptimierung kein neutraler Begriff darstellt.
Röcke (2021, S. 201) beschreibt Selbstoptimierung als
Verwobenheit zwischen ”Freiheit und Zwang, sowie Au-
tonomie und Heteronomie”. Im nächsten Unterkapitel wer-
den entsprechend positive und negative Aspekte der Selb-
stoptimierung beleuchtet.

2.2.2. Positive und negative Aspekte der Selbstoptimierung
An sich selbst zu arbeiten ist ein fundamentales men-

schliches Bedürfnis. Kleine und grössere Verbesserungen
menschlicher Fähigkeiten und Aussehen haben eine lange
Tradition. Die Verbindung zu Glück beleuchtete bereits
Foucault im Rahmen der Technologien des Selbst5 (1988).
Als positiv wird unter anderem die grundsätzliche Offen-
heit der Selbstoptimierungsinhalte gewertet. Das westliche
Ideal der individuellen Selbstbestimmung wird in Selbstop-
timierungsbestrebungen sichtbar: Jede*r habe die Freiheit,
die eigenen Werte und Ziele zu definieren (Gamm, 2013,
S. 48). Selbstoptimierungspraktiken können zu Erfolgen
führen und somit einen motivierenden Effekt haben. Die Er-
reichung eigener Ziele kann zudem Gefühle von Selbstwirk-
samkeit hervorrufen. Stolz, Anerkennung, eine bessere Stim-
mungslage sowie ein erhöhtes Selbstbewusstsein und Selb-
stwertgefühl sind weitere Vorteile, die selbstoptimierende
Praktiken (zumindest vorübergehend) mit sich bringen kön-
nen (Balandis & Straub, 2018). Laut Röcke können Selbstop-
timierungspraktiken auch mit anderen positiv bewerteten
Praktiken wie der Selbstheilung, Selbstsorge und Selbstfor-
mung verbunden sein (Röcke, 2021, S. 64). Die eigene
Energie dafür aufzuwenden, an sich selbst zu arbeiten, kann
zudem in einer dynamischen und komplexen Welt befreiend
und befriedigend sein. Einerseits kann das Mitmachen bei
der Selbstoptimierung den Anschluss an eine dynamische
Umwelt ermöglichen und andererseits können scheinbar
unerschöpflich viele positive Erfahrungen durch Selbstopti-
mierungspraktiken gemacht werden, während die Umwelt
nicht im gleichen Masse beeinflussbar ist. Allerdings fes-
tigt umgekehrt die Selbstoptimierung der Individuen die
gesellschaftlichen Prozesse erneut, denn ”eine auf dynamis-
cher Steigerung basierende gesellschaftliche Struktur setzt

5 Unter Technologien des Selbst fasst Foucault Techniken und Praktiken
zusammen, die es Individuen ermöglicht, sich selbst zu reflektieren, kon-
trollieren und zu einer besseren Version zu verändern. Diese Technolo-
gien umfassen beispielsweise Selbstbeobachtung, Schreibpraktiken, spir-
ituelle Übungen und andere Formen der Selbsterforschung, die im Rah-
men sozialer und kultureller Normen und Machtverhältnisse wirken (Fou-
cault, 1988).
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demnach Individuen voraus und bringt solche zugleich her-
vor, die ebenfalls auf permanente Aktivität, Anpassung und
Steigerung setzen” (Röcke, 2021, S. 221).

Kritiker*innen der Selbstoptimierung stufen diese als
vermeintlich frei ein: Vielmehr sehen sie Selbstoptimierung
als aufgezwungen und selbstausbeuterisch. Selbstopti-
mierung führt nicht immer zum gewünschten Resultat und
kann beispielsweise aufgrund der Unabgeschlossenheit ein
Ausbrennen zur Folge haben oder durch andere negative
Konsequenzen kontraproduktiv wirken. Abgelehnt wird
die Selbstoptimierung auch, weil der Optimierungs-Begriff
im ökonomischen Bereich Anwendung findet, wo er mit
Effizienz- und Produktivitätssteigerung verbunden wird, was
wiederum als inadäquate Beschreibungen für menschliche
Lebensstile und Selbstbezüge angesehen wird. Nachfolgende
Soziologen sprechen direkt von der Anwendung der kapi-
talistischen Logik auf Personen und Dinge. Laut Reckwitz
(2017, S. 8) leben wir ”nicht nur im industriellen son-
dern auch kulturellen Kapitalismus”: Menschen müssten
einen Mehrwert aus sich herausholen, was zum einen die
Steigerung von Effizienz und Effektivität, zum anderen
eine ”unbegrenzter Kapitalakkumulation durch den Einsatz
formell friedlicher Mittel” (Boltanski & Chiapello, 2003, S.
39) beinhaltet. Das Kapital stellen nun der eigene Körper und
Geist dar. Zum einen können Personen beispielsweise durch
das Erlangen von Bildungsabschlüssen oder der Arbeit am
eigenen Körper Kapital akkumulieren. Zum anderen gilt die
Kapitallogik transaktional: Kapital wird in Beziehungen aus-
getauscht, um die eigenen Ziele und Bedürfnisse zu befriedi-
gen. Der französische Soziologe Pierre Bourdieu führte das
Konzept des ”Sozialen Kapitals” ein.6 Die Ökonomisierung
des Sozialen und des Selbst ist unter anderem von Ulrich
Bröckling im Buch ”Das unternehmerische Selbst” (2013)
ausführlich beschrieben worden. Im Anhang A ist ein Kapitel
der Entwicklung zum Zwang der Selbstinvestition gewid-
met7.

Die Kritik am neoliberalen Wirtschaftssystem sowie an
der Ökonomisierung der menschlichen Lebensweise ist nicht
unbegründet: Sie können zu ”Formen der Ausschliessung,
gesellschaftlichen Druck und grosses psychisches Leid verur-
sachen, die körperlich-leibliche Struktur nicht nur verändern,

6 Nach Bourdieu besteht das soziale Kapital aus den Ressourcen, die eine
Person aufgrund ihrer sozialen Beziehungen zur Verfügung hat. Diese
Ressourcen können unterschiedlicher Art sein, z.B. Informationen, Ein-
fluss, Solidarität oder finanzielle Mittel. Der Austausch von sozialem Kap-
ital findet in sozialen Beziehungen statt und dient dazu, das Kapital zu
erhöhen oder zu erhalten. In einer Beziehung zwischen zwei Individuen
oder Gruppen können ähnliche Austauschbeziehungen stattfinden. Die
transaktionale Kapitallogik sieht solche Beziehungen als Austausch von
Ressourcen an, die beiden Parteien zugutekommen sollen. Dabei können
sowohl monetäre als auch nicht-monetäre Ressourcen ausgetauscht wer-
den. Neben dem sozialen Kapital beschreibt Bourdieu Zeit und materielle
Mittel als ökonomisches Kapital sowie Bildungs- und Handlungswissen
als kulturelles Kapital. Symbolisches Kapital beschreibt die Macht, die
Individuen oder Gruppen aufgrund ihrer sozialen Anerkennung ausüben
können (Jurt, 2012).

7 Im Rahmen dieser Arbeit kann der Transformation des ‘an sich Arbeitens’
hin zur Selbstinvestition nicht volle Rechnung getragen werden. Es sei
auf die zitierte Masterarbeit von Sprenger (2017) verwiesen.

sondern auch dauerhaft verletzen sowie zu Formen der Ent-
fremdung, Verdinglichung und Ausbeutung führen” (Röcke,
2021, S. 229). Die Selbstoptimierung als Symptom einer
Wettbewerbsgesellschaft abzustempeln, stellt laut Foucault
allerdings eine reduktionistische Sichtweise dar. ”Denn Selb-
stoptimierungspraktiken [. . . ] müssen nicht notwendig unter
ökonomischem Druck stattfinden, sondern können auch
im Rahmen einer ‘ästhetik der Existenz’ ein experimentell-
spielerisches Selbstverhältnis zum Ausdruck bringen oder
zu einer ‘Selbstexpertisierung’ und Emanzipation von stan-
dardisierten medizinischen oder gesellschaftlichen Normen
führen” (Meissner, 2016, S. 333, 340).

Zusammenfassend kann gesagt werden, dass Selbstop-
timierung als spätmodernes Phänomen als solche nicht gut
oder schlecht ist. Befürworter*innen und Kritiker*innen er-
fassen mit ihren Sichtweisen jeweils nicht das ganze Bild.
Wie beispielsweise Foucault’s Werke zeigen, sind kritische
öffentliche Diskussionen für den konstruktiven Umgang mit
gesellschaftlichen Normen und davon ausgehender Druck
zentral, diese aber nicht per se schlecht (Fenner, 2020; Fou-
cault, 1977). Die Erkenntnisse dieser Arbeit, insbesondere,
ob Studierende ihr persönliches Glück (vergeblich) in der
Selbstoptimierung suchen, könnten neue Diskussionspunkte
ermöglichen. Bevor mögliche Spannungsverhältnisse zwis-
chen Selbstoptimierungsnarrativen und Heldenreisen unter-
sucht werden können, wird im nächsten Kapitel die Verwen-
dung von Selbstoptimierung in dieser Arbeit abgegrenzt.

2.2.3. Begriffsabgrenzung
Selbstoptimierung steht in dieser Bachelorarbeit ”für eine

individualistische Strategie der instrumentell ausgerichteten
Selbstüberbietung [. . . ], die prinzipiell kein Ende hat” (Röcke,
2021, S. 179-180). Eine Person arbeitet kontinuierlich aus
eigenem Antrieb in mindestens einem Bereich des eigenen
Lebens, zum Beispiel dem eigenen Aussehen, der eigenen
Produktivität, Gesundheit, sozialen Beziehungen und Kom-
petenzen, der eigenen Alltagsgestaltung oder dem persön-
lichen Glück an sich. Die Arbeit an sich selbst muss zudem
von einer Idee des Fortschritts geleitet sein sowie im Auge
der Durchführenden nicht als erledigt gekennzeichnet wer-
den können: Ein erledigtes Ziel führt in das Nächste. Das
routinemässige Schneiden lassen der Haare, ohne jedes Be-
streben, durch gezielte Arbeit am eigenen Körper einem
bestimmten Schönheits- oder Lifestyle-Ideal näherzukom-
men, zählt entsprechend in dieser Arbeit nicht als Selbstop-
timierung, da der Fortschrittsgedanke fehlt. Ebenso wenig
zählen notwendige Veränderungen an sich wandelnde Um-
stände, ohne das eigene Bestreben, daraus einen Vorteil zu
ziehen, zur Selbstoptimierung.

Alle Tätigkeiten, die einfach so durchgeführt werden
und somit einen Selbstzweck innehaben, gehören zugleich
nicht zur Selbstoptimierung. Zum Beispiel sind Praktiken,
in denen eine Person Kenntnis über sich selbst erlangt, dann
keine Selbstoptimierung, wenn es keine Absicht hinter deren
Durchführung gibt, ausser, dass es sich in dem Moment gut
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oder notwendig anfühlt.8

Wenn aber die Selbstkenntnis eine Person beispiel-
sweise zu einer besseren Führungsperson macht und dann
wiederum die eigenen Berufs-Chancen erhöht und aus
diesem Grund die Selbstkenntnis aktiv erforscht wird, hat
dies zwar einen Zweck für die eigene Person, also einen
Eigenzweck, nicht aber einen Selbstzweck ‘in sich’.9 Würde
die Selbstkenntnis erarbeitet werden, um die vorgesetzte
Person zu beeindrucken, kann sogar von einem Fremdzweck
gesprochen werden. Tätigkeiten, die das Individuum in den
Augen anderer optimierter erscheinen lassen, zählen zur
Selbstoptimierung. Lediglich Tätigkeiten, die einen Selb-
stzweck innehaben, stellen keine Selbstoptimierung dar.

Selbstoptimierung wird oftmals über konstante Messung
und systematische Feedbackschlaufen gesteuert. In dieser
Arbeit zählen auch Selbstoptimierungspraktiken, die ein-
mal zu Eigen- oder Fremdzwecken verinnerlicht wurden
und nicht systematisch überprüft werden oder nicht messbar
überprüft werden können, als Selbstoptimierung. Selbstop-
timierung muss nicht allein durchgeführt werden. Ratge-
ber oder persönliche Berater*innen können zur Selbstopti-
mierung hinzugezogen werden.

Die in diesem Überkapitel beschriebene Selbstoptimie-
rung könnte von Studierenden als für ihr Leben zentrale
Entwicklungsgeschichte wahrgenommen werden. In diesem
Fall besteht die Möglichkeit, dass Selbstoptimierungsnar-
rative transformative Entwicklungen in Form von Helden-
reisen in den Hintergrund drängen. Inwiefern dazu Tenden-
zen bestehen, ist Forschungsgegenstand dieser explorativen
Arbeit. Vorerst werden Heldenreisen im nächsten Kapitel
theoretisch erschlossen und mit Selbstoptimierugsnarrativen
verglichen.

2.3. Heldenreise
2.3.1. Monomythos und die innere Heldenreise

Die Begriffe Held*in und Heldentum werden in dieser
Arbeit mit Bezug auf die innere Heldenreise, wie sie unter
anderem im Buch ‘Der Heros in tausend Gestalten’ von
Joseph Campbell aufgezeigt wurde und in diesem Kapitel
beschrieben wird, verwendet.10 Der Mythenforscher und
Professor untersuchte mündlich weitergegebene Geschichten
und Lebenserfahrungen aller Kulturen und Zeitalter auf

8 Auf die Notwendigkeit sich selbst kennenzulernen wird im Kapitel der
Heldenreise erneut eingegangen und wird dort im Detail geklärt.

9 Ein anderes Beispiel stellt die Achtsamkeit dar: ”Achtsamkeit ist eine bud-
dhistische Bewusstseinstechnik der Selbstdistanzierung, die im weitesten
Sinne Leiden vermindern soll. Im Management wird sie jedoch als Meth-
ode zur Produktivitäts- und Effizienzsteigerung bei hoher Arbeitsbelas-
tung angewendet” (Girkinger, 2019, S. 47).

10 Entsprechend bezeichnet Held*in in dieser Arbeit nicht notwendiger-
weise eine Person, die eine ausseralltägliche Leistung (oftmals im Krieg
oder Kampf), eine Heldentat erbracht hat, wie dies beispielsweise im Du-
den als Bedeutung aufgeführt ist (Duden, 2023a). Zudem bezieht sich
die Heldenreise nicht ausschliesslich auf das männliche Geschlecht. Das
Heroische spielt an der Grenze zwischen Ordnung und Unordnung und
umfasst sowohl Verteidigungen als auch Überschreitungen von Ordnun-
gen (Kolmar, 2021, S. 62).

Gemeinsamkeiten und die daraus abgeleiteten fundamen-
talen menschlichen Bedürfnisse. Im Buch verglich Campbell
alle verfügbaren Weisheitslehren, Märchen, Mythen, Reli-
gionen und Sagen mit besonderem Fokus darauf, was ein
gelingendes Leben ausmacht. In Campbell’s Worten bereiten
Mythen ”ein Feld, in welchem sich ein Individuum verorten
kann und welche es durch die Phasen des Lebens tragen”
(Campbell, 2004, S. xvi). Campbell erkannte eine übere-
instimmende Erzählung; den sogenannten Monomythos11

(Kolmar, 2021, S. 121), die durch ”innere psychologische
Zusammenhänge” erklärt werden kann (Campbell, 1972, S.
153).

”Overall, the hero’s outer journey is a representation of an
inner, psychological journey that involves leaving one condi-
tion and finding the source of life to bring you forth into a
richer or mature condition” (Campbell, 1988, S. 152). Die
Heldenreise, wie sie in der Folge beschrieben wird, umfasst
die erforderliche Transformation eines Menschen zu einer
erkenntnisreicheren12 Version und ist symbolisch zu verste-
hen (Kolmar, 2021, S. 61). Die narrative Struktur einer in-
neren Heldenreise beginnt mit einer Berufung, einem Auf-
bruch: Der*die Held*in nimmt eine Reihe von Zeichen war,
bis er*sie die Nachricht nicht unbeachtet lassen kann (Camp-
bell, 1953, S. 56, 61). Dies kann zufällig wirken - grund-
sätzlich agiert ein Held aber aus der Position der Sicherheit
(Kolmar, 2021, S. 216). Der Fokus liegt in dieser Phase auf
dem Verlassen der bekannten Welt und dem Betreten einer
unbekannten (vielleicht auch unbewussten) Welt. Diese un-
bekannte Welt wirkt sowohl anziehend als auch gefährlich
(Campbell, 1953, S. 62, 83).

Bevor der*die Held*in die bekannte Welt verlässt, kann
der Ruf auf taube Ohren (stossen) und die Antwort vorerst
ausbleiben. Möglicherweise vergräbt sich der*die Heldi*n
vorerst in Langeweile, Geschäftigkeit oder etwas anderes
Kulturelles. Der*die Held*in erhält dann zum Teil mys-
tische Hilfe von Mentor*innen. Verlässt der*die Held*in
schliesslich die bekannte Welt, ”kann dies einer Selbstver-
nichtung gleichkommen” (Campbell, 1953, S. 92-93).

Der*die Heldin verspürt durch die anfängliche Verun-
sicherung der eigenen Identität die psychologische Notwen-
digkeit zu klären ‘was da ist‘. Ein Narrativ des ‘sich verste-
hen/sich verändern wollen‘ bringt den*die Held*in schliess-
lich auf die innere Heldenreise. In der unbekannten Welt,
dem sogenannten Bauch des Walfisches, kämpft der*die
Held*in gegen die eigenen inneren Dämonen/Drachen13.
Hier wird dem*der Held*in erstmals die Grösse der Aufgabe
bewusst. Darauf folgt eine Phase der Prüfungen und Beloh-

11 Der Monomythos ist keine unumstrittene Theorie, die für diese Arbeit
als Entwicklungsgeschichte verwendet wird. Für die Limitationen des
Monomythos sei auf weiterführende Literatur verwiesen.

12 Wobei sich Erkenntnis auf die Umwelt und die eigene Person/ das wahre
Selbst bezieht.

13 Beispielsweise der Verlust eines geliebten Menschen, der Umgang mit
einer schwerwiegenden Krankheit sowie alle weiteren (Lebens-)Krisen
(Herold, 2020). Ein alltäglicher Krisenmoment beginnt in dem ”Mo-
ment, in dem man gewahr wird, dass man nicht anders kann, als Risiken
einzugehen, um das Richtige zu tun” (Kolmar, 2021, S. 71).
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nungen wie das Verspüren von Frieden, Klarheit, Neuheit,
Glück, Grosszügigkeit, Einssein mit der Menschheit oder Teil
von etwas (anderem) Grösserem zu sein (Campbell, 1953,
S. 106).14

Nach anfänglichem Zögern in die bekannte Welt zurück-
zukehren, begibt sich der*die Held*in entweder aus innerem
Antrieb, äusserer Rettung oder Zwang zurück in die Welt des
Alltags.15 Nach dem Übertritt in die bekannte Welt muss
sich der*die Held*in mit der Integration des Erlebten (in der
unbekannten Welt) in die bekannte Welt auseinandersetzen:
Der* die Held*in vereint Alltagsleben mit dem neu gefunde-
nen Wissen und damit die innere Welt mit den Erwartungen
von Aussen. Durch das (Mit-)Teilen des Erlebten gewährt
der*die Held*in den Menschen der bekannten Welt eine neue
Freiheit (Herold, 2020). Abbildung 1 zeigt die visualisierte
Heldenreise.

Die Transformität16 der Heldenreise macht ihre Kommu-
nikation so komplex. Sie kann nicht erzählt werden, sondern
muss von jeder Person auf ihre eigene Art erlebt werden. Zu-
dem soll hier auf zwei Paradoxa hingewiesen werden, die für
den weiteren Verlauf der Arbeit von Bedeutung sind: Obwohl
der*die Held*in auf der eigenen Reise die Grenzen zwis-
chen bekannter und unbekannter Welt vorerst überwindet
und schliesslich auflöst, kann der*die Held*in im grösseren
Kontext sowohl Beschützer*in als auch Zerstörer*in einer
grösseren Ordnung sein (Kolmar, 2021, S. 61)17.

Kolmar argumentiert, dass Campbell‘s Selbsterkenntnis
gewinnende Entwicklungsgeschichte eine ”Konfrontation mit
den eigenen Traumata darstellt” und ”nur aus einer Position
der prinzipiellen Sicherheit” (Kolmar, 2021, S. 216) funktion-
ieren kann. Zentral für diese Sicherheit sind die spirituellen
Helfer*innenfiguren18. Die Helden und Heldinnen konfron-
tieren ihre inneren Dämonen entsprechend nicht ohne Vor-
bereitung.

Heldentum ist in unserer Gesellschaft vielfach in die Me-
dienwelt ausgelagert worden. Im Anhang A wird beschrieben,

14 In den Sagen werden in dieser Phase oftmals auch Begegnungen mit Got-
theiten oder anderen mytischen Wesen sowie sehr spezifische Inhalte wie
Verführung der Frau und Versöhnung mit dem Vater beschrieben, worauf
im Rahmen dieser Arbeit nicht weiter eingegangen werden kann.

15 Oftmals ist in diesem Schritt in Mythen Magie involviert oder der*die
Held*in profitiert von einem mitfühlenden Akt gegenüber einem ver-
meintlich ‘niederen Wesen’, den er oder sie auf dem Hinweg in die un-
bekannte Welt begangen (Campbell, 1953, S. 90 ff.).

16 Transformative Erfahrungen beschreiben tiefgreifende Veränderungen,
die oft schwer in Worte zu fassen sind. Dies einerseits, weil jede transfor-
mative Erfahrung individuell ist und andererseits die Sprache die Kom-
plexität der Erfahrung kaum erfassen kann. Transformative Erfahrungen
sind somit vergleichbar mit einem ”Aufkleber auf einer Dose”, der deren
Inhalt beschreibt, obwohl der Inhalt nicht durch die Worte ausgedrückt
werden kann (Kolmar, 2021, S. 22). Laut Aristoteles stellt der Zustand
des höchsten menschlichen Wohlbefindens und Glücks, die sogenannte
Eudaimonie, eine solche Erfahrung dar, die nicht in Worte gefasst wer-
den kann und durch das Streben nach Tugend und der Entfaltung des
eigenen Potentials erreicht wird. Auch in dieser Arbeit kann das Glück-
sempfinden eine transformative Erfahrung sein.

17 Die Bedeutung dessen sollte spätestens im Kapitel zur äusseren Helden-
reise geklärt werden.

18 In den Mythen waren die Mentoren oft spirituelle Lehrer*innen. Heute
leisten beispielsweise Therapeuten und Therapeutinnen die mentale und
physische Vorbereitung (Kolmar, 2021, S. 216).

welche Transformationsarten Heldenforscher*innen in Fil-
men feststellen konnten und welche Funktionen Held*innen
in unserer Gesellschaft zugeschrieben werden. Generell lässt
sich festhalten, dass Held*innen die Gesellschaft in bedeut-
same Weisen voranbringen. In anderen Worten erinnern uns
Held*innen daran, dass das Leben selbst grösser ist als die
Dimensionen, die wir annehmen mussten (Neiman, 2010).
Im Folgenden wird auf diese für die Bachelorarbeit zentrale
Funktion des Sinnempfindens eingegangen.

2.3.2. Heldenreise, Sinn und das Erhabene
Das Erfahren von Zugehörigkeit, Sinn sowie dem gelin-

genden Leben ist eng mit Erfahrungen des Erhabenen ver-
bunden. Das Erhabene beschreibt die Grenzerfahrung zwis-
chen der bekannten und der unbekannten Welt. Diese Grenz-
erfahrung ist eine wesentliche Komponente der Heldenreise.
”Das Überschreiten der Ordnung, das Entdecken des Un-
bekannten in uns und in der Welt sind zentral für die Fülle
des Lebens” (Kolmar, 2021, S. 217). Die Empfindung, an
die Grenzen des eigenen Verständnisses zu stossen kann sich
überwältigend und gleichwohl faszinierend anfühlen. Die
erlebte Grenzerfahrung kann zudem tiefgreifende Verän-
derungen der Personen und ihrer Weltanschauungen nach
sich tragen. In der Empirie wird als Sinnerfahrungen von
transformativen Erfahrungen dieser Art gesprochen (Kol-
mar, 2021, S. 27). In der empirischen Forschung zu Sinner-
fahrungen wird ein Schema sichtbar: ”Es sind Erfahrungen,
die nach Maslow etwas mit Selbsttranszendenz, mit Eins-
sein und Zugehörigkeit in einem abstrakteren Sinne oder
im Sinne der Gruppenzugehörigkeit zu tun haben” (Kolmar,
2021, S. 23).

Das Erhabene kann aus der Reise nach Innen erfahren
werden, wenn über die bisherige Vorstellung des Selbst hin-
ausgegangen wird und steht auch im Zentrum anderer En-
twicklungsethiken (Kolmar, 2021, S. 81, 89–90). Hier sei
erneut betont, dass das Erhabene von ambivalenter Natur
ist. Einerseits kann das Erhabene eine Art von Furcht (En-
glisch ‘terror’) hervorrufen. Andererseits kann es eine tiefe
Freude oder Ekstase auslösen (Englisch ‘bliss’). Diese bei-
den Gefühle können abwechselnd oder zeitgleich auftreten
und sind vielfach eng miteinander verbunden. In anderen
Worten beschreibt das Erhabene ”eine Grenzerfahrung, eine
Situation existenzieller Unsicherheit, von der eine trans-
formative Kraft ausgeht” (Kolmar, 2021, S. 81). Die Über-
forderungsmomente, die sich aus der Gefährdung der eige-
nen Existenz ergeben, können Ausgangspunkt für Verant-
wortungsübernahme und Moral sein (Kolmar, 2021, S. 90).
In Hinsicht auf die Anpassungen im Handeln der Personen
werden Ähnlichkeiten zur Tugendethik erkennbar. Transfor-
mative Erfahrungen sind Erfahrungen des Lernens, Hinter-
fragens und Entwickelns (Kolmar, 2021, S. 70).

Am Übergang zwischen Bekannt und Unbekannt wird
”Freiheit und Zugehörigkeit spürbar”. (Kolmar, 2021, S. 28).
Das Erhabene birgt grosses Potential für positive Wachstums-
und Befreiungserfahrungen. Die Heldenreise illustriert eine
Möglichkeit, wie Transzendenz erreicht werden kann. ”Sinn
entsteht aus einem vertieften Verständnis des Menschsein,
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Figure 1: Held*innenreise nach Campbell (Kolmar, 2021, S. 123)

von dem die Heldenreise spricht” (Kolmar, 2021, S. 282) und
folgt aus Haltungen, die man kultiviert. Abschliessend sei
erneut darauf aufmerksam gemacht, dass Heldenreisen sym-
bolisch zu sehen sind: Sie stellen Transformationen im Alltag
dar, die es ermöglichen, eine Leere durch Sinnerfahrung zu
überwinden. Im nächsten Kapitel wird beleuchtet, wie das
Heldenhafte in der säkularen Kultur möglich oder eben prob-
lematisch ist.

2.3.3. Postheroische Gesellschaft, äussere Heldenreise und
quasi Helden

Wissenschaftler*innen sprechen heutzutage von einer
postheroischen Gesellschaft (Kolmar, 2021, S. 61). ”Im
Gegensatz zur heroischen Gesellschaft, die sich über die
Erinnerung an ihre Gründerväter definiert, bezieht die pos-
theroische Gesellschaft ihre Identität vorwiegend aus der
Ablehnung von Heldentum und nationalem Opfermut” (Kol-
mar, 2020, S. 7). Heroische Bündnisse haben vielfach ein re-
ligiöses Zentrum, während postheroische Gesellschaften pos-
theroische Aufträge fördern. ”In heroischen Gesellschaften
ist das Heldenbild eindeutig an eine moralische und meta-
physische Ordnung zurückgebunden” (Kolmar, 2020, S. 12).
Diese Ordnung wurde durch die europäische Aufklärung
abgesetzt, was dem Heldenhaften den Sinn entzog. Eine
heroische Orientierung ist in dieser Gesellschaftsform nicht
unmöglich, aber problematisch, da Unordnung und Wirbel
möglichst unterbunden werden sollten. Die postheroische
Gesellschaft ist nicht von ausser- sondern von innerhalb des
Menschen bedroht. Stabilität in der Ordnung wird durch die
eigene Mässigung hergestellt und aufrechterhalten: Der*die
moderne Held*in zeichnet sich durch seine*ihre Willens- und
Triebskontrolle aus. Verzicht ist in der heutigen Gesellschaft-
sordnung heroisch geworden. Fantasien, Wünsche und Lei-
denschaften werden ungenügend - so zum Beispiel während

eines Kinobesuchs, nicht aber im echten Leben - zugelassen.
Das restliche Held*innenhafte ist in den kulturellen Kon-
sum verdrängt. ”Willenskontrolle als Triebverzicht ist Motor
eines ruhelosen aber sterilen Daseins” (Kolmar, 2020, S. 25).
Diese Rationalität richtet sich laut Adorno und Horkheimer
gegen die Individuen selbst: Sie besiegen ihre eigene Natur,
indem sie sie unterdrücken (Horkheimer & Adorno, 1987).
”Es handelt sich um eine Zielerreichung ohne Ziel” (Kolmar,
2021, S. 63).19

An die Stelle des*r (prä-modernen) Held*in ”trat die
Idee des technokratischen Experten und des Staats als
Versorgungsanstalt. Die Gesellschaft wird zu einer Mas-
chine, die optimal gesteuert werden muss” (Kolmar, 2021,
S. 62). In der postheroischen Gesellschaft ist möglichst
viel geregelt, so dass sich das Individuum für korrektes
Verhalten an den vorgefertigten Regelkatalog halten kann.
Die Verantwortung verschiebt sich vom Individuum auf die
System-Ebene20: Traditionelle Grundsätze und Tugenden
werden durch Pragmatismus und Hedonismus ersetzt (Kol-
mar, 2021, S. 64-65). Die postheroische Persönlichkeit ist zu-
dem im Gleichschritt mit der raschen sozialen Veränderung
und somit ausgesprochen adaptiv. Zudem sind in der kap-
italistischen Demokratie alle politisch gleich, was keinen
Platz für individuelles Helden*innentum lässt. ”Im pos-
theroischen Gesellschaftsmodell sind Tausch, Konsum und

19 Ein Beispiel stellt das Streben nach guten Noten in der Schule, mit dem
Ziel an einer Universität studieren zu können, dar, welches schliesslich
in das Streben nach guten Noten an der Universität, mit dem Ziel einen
guten Beruf zu erhalten, übergeht. Im Beruf wird dann wiederum nach
Leistung gestrebt, um eine Beförderung zu erhalten und so verschiebt
sich das ‘Ziel’ weiter.

20 Obschon beispielsweise politische, System-getreue Partizipations-
möglichkeiten bestehen. Oder in anderen Worten: ”In der Praxis
bedeutet Eigenverantwortung aber dann doch häufig nur, die staatlich
gesetzten Regel einzuhalten, mehr nicht” (Kolmar, 2021).
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Inszenierung die grundlegenden gesellschaftlichen und indi-
viduellen Wahrnehmungskategorien” (Kolmar, 2021, S. 64).
Das Individuum wird mit dem Glücksversprechen sowie der
Leitidee ”sei du selbst” und ”mach etwas aus deinem Leben”
zurückgelassen. Schlussendlich bezieht das Individuum die
kapitalistische Tausch- und Konsum-Logik auf sich selbst und
versteht sich als Kapital21.

In der säkularen Welt haben sich äussere kapitalistische
und anderweitig säkulare Heldenreise herausgebildet. Diese
machen den Anschein dieses Transformations- und Lern-
prozesses, sind es aber nicht. Äussere Heldenreisen folgen
der gleichen Struktur wie innere Heldenreisen, haben etwas
Transformatives, lassen jedoch keine Ordnungsüberschre-
itung zu. Im demokratischen System ist der*die Held*in
”einer Vernunft unterworfen, die ihm*ihr ständig Regeln
auferlegt” (Kolmar, 2021, S. 69). Der*die Held*in muss in
einem komplexen System zwischen Ordnungsüberquerung
und Ordnungsstabilisierung navigieren. In dieser Bache-
lorarbeit wird davon ausgegangen, dass Selbstoptimierung
ebenfalls eine äussere Heldenreise darstellen kann.

Grundsätzlich lässt sich fast jede individuelle Geschichte
als Heldenreise darstellen. Folgende Beispiele illustrieren
äussere Heldenreisen, die von sogenannten Quasi Helden
gegangen werden. Ein*e Aktivist*in, die sich auf alle
möglichen Weisen, vom auf-die-Strasse-kleben bis zum
Gewalteinsatz, gegen etwas auflehnt, befindet sich auf einer
äusseren Heldenreise. ”Der Akt des sich Auflehnens ist an
sich noch nicht heroisch, er ersetzt die Frage nach dem Sinn
nicht und wird zur blossen Attitüde. ”Im Gegenteil kann man
argumentieren, dass ein sinnloses Aufbegehren gegen ‘das
Sterben des Lichts’ ein Mangel an Mut und Einsicht ist, das
Unabweisbare anzuerkennen” (Kolmar, 2021, S. 68). Auch
die Rekrutierung von Kämpfer*innen für scheinbar heilige
Kriege folgt der Struktur einer äusseren Heldenreise. Der
IS beispielsweise verspricht ein Abenteuer in einer unbekan-
nten Welt und einen Kampf für eine grössere Sache22.

Der amerikanische Traum des sich vom-Tellerwäscher-
zum-Millionär-Hocharbeitens stellt die klassische säkulare
Heldenreise dar. Heutzutage haben aufgrund der geringen
sozialen Mobilität nur wenige die Möglichkeit, die kapitalis-
tische Heldenreise in dieser extremen Form anzutreten. Eine
abgeschwächte Form stellt schon das Streben nach guten
Noten fürs Studium, gefolgt vom Streben nach guten Noten
im Studium für einen guten Job, wiederum gefolgt vom im-
merwährenden Streben nach der Beförderung im Job, dar.
Bei der Betäubung durch Beschäftigung handelt es sich um
wiederum um die vorgängig beschriebene ”Zielerreichung
ohne Ziel” (Kolmar, 2020, S. 26).

Laut Hirschman (1977) befürworteten Theoretiker an-
fänglich kapitalistische Heldenreisen. ”Sie sahen im Kapital-
ismus eine Möglichkeit, die ‘dunkleren’ Leidenschaften des

21 Es sei erneut auf das Kapitel zur Selbstinvestition im Anhang A verwiesen.
22 Auf Gruppendynamiken der teils radikalen Gruppierungen kann im Rah-

men dieser Arbeit nicht eingegangen werden, obwohl gewisse Elemente
scheinbar heroisch sind. Es sei unteranderem auf (Münkler, 2011, 2015)
verwiesen.

Menschen nach Macht, Status und Gewalt in einer neuen
symbolischen Ordnung so zu bündeln, dass ihnen nicht
nur das direkt destruktive Potential genommen wird, son-
dern dass diese Leidenschaften vielmehr so kanalisiert wer-
den, dass sie etwas gesellschaftlich Nützliches erreichen”
(Hirschman, 1977, S. 134).

Die Auffassung der Heldenreise als Selbstbefreiung,
während die Ordnung nicht verlassen werden kann, verdeut-
licht ihre Ambivalenz. Wie im Kapitel zum säkularen Zeital-
ter beschrieben, verschwinden laut Taylor die menschlichen
Bedürfnisse mit ihrer Unterdrückung nicht. Der*die Held*in
der äusseren Heldenreise wird innerhalb der Ordnung nie
in einem befriedigenden Masse über sich hinausgehen, tiefe
Verbundenheit mit anderen Menschen, Lebewesen oder dem
Universum verspüren und so um die unbeschreibbare Mitte
kreisen. Entsprechend kann heute nicht mehr von einer
produktiver Zügelung dunkler Leidenschaften gesprochen
werden. Es besteht die Gefahr, dass die äussere Heldenreise
als Weg zum Glück gesehen wird, dies aber, im Gegensatz
zur inneren Heldenreise, nicht herbeiführen kann. Im nach-
folgenden Kapitel wird unter anderem auf diese Problematik
in einer Zwischenbilanz von Heldenreisen und Selbstopti-
mierung eingegangen.

2.4. Zwischenbilanz Heldenreisen und Selbstoptimierung
Sowohl Heldenreisen als auch Selbstoptimierungsnarra-

tive gehen von einem defizitären Individuum aus. Beide
Phänomene beschreiben eine Transformation des Individu-
ums. Während der Veränderung ist deren Ausgang unklar –
es besteht keine Erfolgsgarantie und möglicherweise Wider-
stand. Personen, die sich selbstoptimieren oder sich auf einer
Heldenreise befinden, können ein Bewusstsein für ihre Trans-
formation haben.

Die innere Heldenreise geht vielfach mit einer starken
Verbundenheit mit der Gesellschaft einher. Das soziale Um-
feld spielt für die Transformation des*der Helden*in eine
zentrale Rolle: Helden und Heldinnen sind von zahlreichen
Freunden, Geliebten und insbesondere Mentoren und Men-
torinnen umgeben. Diese unterstützen den*die Heldin durch
ihre tatsächliche, imaginäre oder implizite Anwesenheit auf
der Reise (Campbell, 1949). Selbstoptimierungspraktiken
können auch als Singularisierung23 verstanden werden.

Während bei der Selbstoptimierung die eigenen Gren-
zen möglicherweise erweitert werden, findet bei der inneren
Heldenreise eine echte Grenzüberwindung statt. Die Selb-
stoptimierung und andere äussere Heldenreisen finden in der
bestehenden epistemischen Ordnung24 statt: Die Individuen
halten mit der kapitalistischen Wachstumsdynamik Schritt

23 Reckwitz (2017) bezeichnet den sozialen Prozess, durch den individu-
elle Lebensgestaltungen und Identitäten zunehmend von traditionellen
gemeinschaftlichen Normen entkoppelt und diversifiziert werden, als Sin-
gularisierung.

24 Mit epistemischer Ordnung sind hier die kapitalistischen kulturell
geprägten Narrative von Mangel und Konsum gemeint, anhand deren wie
vorab beschrieben dunkle Leidenschaften des Menschen gezähmt werden
sollten.
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und versuchen durchs schneller, besser, schöner werden die
innere Leere zu füllen (Lacan, 1977, 1992). Das Inkorpori-
eren dieser Logik stellt Teil des Problems und nicht Teil der
Lösung dar – dem eigentlichen Problem wird aus dem Weg
gegangen. Denn die eigenen Monster werden nicht kon-
frontiert, sondern es werden neue geschaffen: ein erlebter
Mangel an Zuneigung kann beispielsweise mit einer Schön-
heitsoperation zu heilen versucht werden. Dabei wird der
Mangel nicht direkt adressiert und das defizitäre Selbstbild
womöglich verstärkt. Das Scheitern des Vorhabens ist vor-
programmiert und was sich wie eine Selbstbefreiung anfühlt,
ist letztlich keine. Wahrer Mut bestände darin, die Welt so
zu akzeptieren, wie sie wirklich ist. Die unbekannte Welt
kann darin bestehen, von dominanten kulturellen Praktiken
abzuweichen.

Selbstoptimierung kann, aufgrund der beschriebenen Un-
terschiede, nicht an die Tiefe der Selbst- und Menschenken-
ntnis herankommen, die durch eine innere Heldenreise erre-
icht werden kann und in direkter Verbindung zu Glück steht
(Kolmar, 2021, S. 73, 75). Fehlt den Individuen das Ver-
ständnis bezüglich dieser Unmöglichkeit, können psychische
Krisen und Krankheiten wie Burnout oder Depressionen aus-
gelöst werden.

Entsprechend ist es in dieser Arbeit von zentralem In-
teresse herauszufinden, welches Verständnis die Befragten
von ihren persönlichen Entwicklungsreisen haben und was
sie sich davon erhoffen. Ein Modell aus der positiven Psy-
chologie, welches langfristiges Wohlbefinden erfasst, wird in
dieser Arbeit als Annäherung an ein gelingendes Leben ver-
wendet und im nächsten Kapitel beschrieben.

2.5. Das gelingende Leben anhand des PERMA-Modells
Die Positive Psychologie ist eine Strömung der Psycholo-

gie, die insbesondere durch die Psychologen Martin Seligman
und Csikszentmihalyi Ende des 20. Jahrhunderts berühmt
geworden ist. Im Gegensatz zur defizitorientierten tradi-
tionellen Psychologie, untersucht die Positive Psychologie,
was Menschen zum Aufblühen bringt. Bei der Positiven
Psychologie handelt es sich um eine tugendethisch- und
Entwicklungs-orientierte Theorie des gelingenden Lebens:
Im Fokus steht die Erarbeitung positiver Gewohnheiten,
wozu ein hohes Mass an Selbstkenntnis notwendig ist (Kol-
mar, 2021, S. 58).

Als Teil der empirisch orientierten Forschung zu men-
schlichem Glück, ausgedrückt als persönliche Lebenszufrie-
denheit, entwickelte Seligman das sogenannte PERMA-
Modell. Fünf operationalisierte und messbare Bereiche kon-
struieren entsprechend Seligman das menschliche Wohlbe-
finden. PERMA ist ein Akronym für die Begriffe Positive
Emotionen (für Positive Emotions), Engagement, Beziehun-
gen (für Relationships), Sinn und Zweck (für Meaning and
Purpose) und Errungenschaften (für Accomplishments), die
gemäss Seligman, richtig kombiniert ein erfülltes Leben er-
möglichen. ”Mit der an ‘permanent’ angelehnten Benennung
PERMA spielt Seligman auf den Aspekt der Nachhaltigkeit
des so erreichten Wohlbefindens an” (Blickhan, 2017, S. 42).
Basierend auf dem PERMA-Modell wurde von Butler und

Kern der PERMA-Profiler25 entwickelt. Nachfolgend werden
die einzelnen PERMA-Kategorien beschrieben.

Zu den Positiven Gefühlen gehören positiv wahrgenom-
mene Sinneserfahrungen wie Freude, Spass, Befriedigung
oder Faszination. Genusserfahrungen können nach der
‘Broaden and Built Theory’ Ausgangspunkt für Persön-
lichkeitsentwicklungen sein (Fredrickson, 2001). Im Gegen-
satz zu Buddhistischen oder stoischen Ansätzen, die das
Glück in möglichst konsequentem Ablösen von äusseren
Anhaftungen sehen, wird hedonischen Ansätze in der Pos-
itiven Psychologie ein Beitrag zum persönlichen Glück
zugeschrieben (Haidt, 2006, S. 90). Mit einem Blick auf
die anderen PERMA-Bereiche wird schnell klar, dass ein
Leben in Saus und Braus, ohne Zugehörigkeitsgefühl und
das Erfahren von Sinn, nicht als erfüllend erlebt wird.

Engagement bezieht sich in der Positiven Psychologie
stark auf sogenannte ‘Flow’ Momente, in welchen eine Per-
son so vertieft in eine herausfordernde aber mit den eigenen
Kompetenzen bewältigbare Aufgabe ist, dass sich die Person
in einen Zustand der Selbstvergessenheit befindet. Csik-
szentmihalyi fand heraus, dass eine Mehrheit Momente des
‘Flows’ über Genussmomente wie Schokolade essen oder Sex
bevorzugt (Haidt, 2006, S. 95) und dass diese ‘Flow’ Mo-
mente am häufigsten bei der Arbeit und der freien Zeit erlebt
werden (Csikszentmihalhi, 2020).

Positive Beziehungserfahrungen sind essenziell fürs Wohl-
befinden. Zahlreiche Studien zeigen, dass ein unterstützen-
des soziales Netzwerk beispielsweise mit höherer Gesund-
heit, weniger Depression und geringerer Sterbewahrschein-
lichkeit korreliert (S. E. Taylor, 2011).

Einen Sinn und Zweck im Leben zu haben, wird oft als
das Gefühl, Teil eines Grösseren zu sein, beschrieben. Einen
Sinn in diversen Tätigkeiten im Leben zu verspüren oder
sich von seinem Umfeld geschätzt fühlen, geben ebenso
Sinn und Zweck (Steger, 2013). Sinn vermittelt das Gefühl,
dass das eigene Leben bedeutend ist. Studien zeigen, dass
dieses Gefühl mit höherer Lebenszufriedenheit und besserer
Gesundheit einhergeht (Boyle et al., 2009; Ryff et al., 2004;
Steger, 2013).

Errungenschaften werden subjektiv unterschiedlich wahr-
genommen. Es lässt sich festhalten, dass ein Empfinden,
auf Ziele hinzuarbeiten und sie zu erreichen, zu Errungen-
schaften gehört. Zudem sind gewisse Kompetenzen und das
effektive Erreichen von Zielen und Aufgaben charakteristisch
(Seligman, 2018).

Alle Bereiche bauen auf den individuellen Stärken der
Personen auf. Die eigenen Stärken zu kennen und diese ein-
setzen zu können trägt durch die positive Beeinflussung aller

25 Der Profiler wurde an mehreren 1’000 Personen getestet und besteht aus
insgesamt 15 Aussagen, die alle Bereiche des PERMA-Modells mit je drei
Aussagen erfassen. Die Befragten evaluieren auf einer Skala von 0 bis
10, inwiefern die Aussage auf sie zutrifft. Die Statements enthalten aus-
schliesslich positiv konnotierte Wörter (Butler & Kern, 2016, S. 9). Laut
den Erfindern hat der Fragebogen eine beschreibende Natur. Es existiert
bislang kein Idealprofil. Allerdings können mit den entsprechenden
Strategien auffällig tiefe Werte in einem der PERMA-Bereiche adressiert
und verbessert werden. Auf den PERMA-Profiler und dessen Verwendung
wird erneut im Detail im Methodikteil dieser Arbeit eingegangen.
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PERMA-Bereiche positiv zum individuellen Wohlbefinden bei
(Peterson & Seligman, 2012). Anderweitig ebnen ausgewo-
gene Handlungen in sowie Widerspruchslosigkeit zwischen
den Bereichen laut Seligman den Weg zum erfüllten Leben.

Während beispielsweise mittels Konsum in der modernen
Gesellschaft nach Glück gestrebt wird, wird das Empfinden
von Sinn in dieser problematischer. Aus der Theorie zu
den Heldenreisen geht hervor, dass die Transformation
innerer Heldenreisen dem gelingenden Leben zuträglich
ist. Quasi Heldenreisen wie die Selbstoptimierung eine
darstellt, können scheinbar zu Glück führen. In dieser
explorativen Arbeit soll herausgefunden werden, welche
Selbstoptimierungspraktiken und -narrative für Studierende
der Wirtschaftswissenschaften existieren, und ob diese in
Konkurrenz mit Heldenreisen stehen. Die Ergebnisse sollen
im Einbezug der vorherrschenden Vorstellungen eines gelin-
genden Lebens sowie dem Gesellschaftsbild betrachtet wer-
den. Die Vorgehensweise dazu ist im nächsten Kapitel er-
läutert.

3. Methoden

3.1. Auswahl
3.1.1. Stichprobe

Die Forschungsfrage dieser Bachelorarbeit ist auf Studie-
rende der Wirtschaftswissenschaften beschränkt. Dies einer-
seits, weil die ‘Verwirtschaftlichung’ des Sozialen, wie sie von
Kritiker*innen beschrieben wird, besonders bei Studierenden
dieser Fachrichtung erwartet werden kann und andererseits,
weil die Interviewerin selbst an der Wirtschaftsuniversität
St. Gallen studiert und ein entsprechendes Netzwerk an
der Universität vorweisen kann. Mögliche Studiengänge der
Befragten sind alle Bachelor- und Masterstudiengänge der
Universität St. Gallen26 sowie Wirtschaft im Neben- oder
Hauptfach an anderen Schweizer Universitäten. Die Be-
fragten sollten zudem zwischen 18 und 32 Jahren alt sein.
Dies in der Annahme, dass die Lebensrealitäten von Bachelor
oder Masterstudierenden in diesem Alter nicht massgeblich
voneinander abweichen, was andernfalls zu unerklärbaren
Unterschieden in den Beantwortungen hätte führen kön-
nen27. Eine weitere Voraussetzung war, dass die Befragten
Deutsch28 sprechen, da die Befragung auf Deutsch durchge-
führt wurde.

3.1.2. Kombination qualitativer und quantitativer Methodik
Um mögliche Zusammenhänge zwischen den Phänome-

nen Selbstoptimierung, Heldenreisen sowie Vorstellungen
eines gelingenden Lebens und der Rolle von Sinn darin zu
erkunden, wurde aufgrund der Intimität der Themen ein

26 Beispielsweise Bachelor in Volkswirtschafts- oder Betriebswirtschaft-
slehre, Bachelor oder Master in Internationalen Beziehungen, Wirtschaft-
spsychologie oder Master in ‘Business Innovation’.

27 Ein Leben veränderndes Beispiel stellt die Geburt eines Kindes oder ähn-
liches dar. In dieser Arbeit wurde keine spezifische Generation in den
Fokus genommen.

28 Muttersprache oder mind. C1-Niveau.

persönliches Gespräch als geeignet beurteilt. Da das sub-
jektive Denken, Handeln, Fühlen und die Vorstellungen der
einzelnen Personen im Fokus stehen, wurden individuelle
Interviews als erste Datenerhebungsform auserkoren29. Bei
der Auswahl der Interviewform war entscheidend, dass die
Befragten ein Format haben, in welchem sie persönliche In-
halte erzählen können und die Befragerin die Möglichkeit
hat bei Unklarheiten nachzuhaken.

Die Wahl fiel entsprechend auf ein semistrukturiertes30

Interview mit Elementen eines narrativen Interviews. Narra-
tive Interviews werden verwendet, um erlebte Erfahrun-
gen zu erfragen (Aghamanoukjan et al., 2009, S. 421).
Entsprechend bestehen Ähnlichkeiten zu persönlichen Prak-
tiken und Rechtfertigungsnarrativen. Je nach Strukturie-
rungsgrad (voll- oder teilstrukturiert), gibt es mehr oder
weniger geschlossene Fragen mit vorgegebenen Antwort-
möglichkeiten, die in einer definierten Abfolge gestellt wer-
den (Diekmann, 2007, S. 374). Der Ausgestaltung des Inter-
views ist ein separates Kapitel gewidmet.

Basierend auf der Vermutung, dass die Interviewten in
den Interviews nicht die ganze Breite der explorativen Fra-
gen beantworten würden, stellt eine Methoden-Triangulation
ein für diese Arbeit angemessenes Datenerhebungsvorge-
hen dar. Durch die Erstellung eines Fragebogens mit vor-
standardisierten und sowie selbstreflexiven Fragen, den
die Interviewten im Anschluss an das Interview ausfüllen
sollten, kann die ganze Breite der Fragen sowie deren
Wirkung erfragt werden. Der Fragebogen komplemen-
tiert die Interviews31. Laut Kelle und Erzberger werden
in der Forschungspraxis zur gegenseitigen Ergänzung ver-
mehrt quantitative mit qualitativen Methoden zu einem
Forschungsdesign kombiniert (Flick & Kardorff, 2006, S. 300-
303)32. Mit anderen Worten wurde in dieser Arbeit induktiv
und deduktiv gearbeitet, um dasselbe soziale Phänomen,
Selbstoptimierungsnarrative, zu erfassen: Bereits vorhan-
dene Theorie wurde bei der Erstellung und Kodierung der
Interviews sowie der Erstellung des Fragebogens einbezo-
gen. Gleichzeitig bestand eine Offenheit, bei der Auswer-
tung neue Kodes hinzuzufügen und neue Thesen aus der

29 Diekmann (2007, S. 186 ff.) beschreibt, dass nicht jede Methode für
jedes Forschungsziel geeignet ist. Insbesondere für explorative Stu-
dien ergeben sich präzise Fragen vielfach erst im Verlauf der Unter-
suchungen. Die Kombination aus einem Interview, in welchem persön-
liche Wahrnehmungen erfasst werden können sowie einem Fragebogen,
welcher ein gewisses Mass an Standardisierung in die Forschung bringt,
wurde für das Mass an Explorativität dieser Studie als angemessenes
Forschungsdesign empfunden.

30 Synonym für semistrukturiert wird in der Literatur auch von halbstandar-
disiert und halbstrukturiert gesprochen. Es würde den Rahmen dieser
Bachelorarbeit sprengen, auf andere Interviewformen einzugehen. Als
weiterführende Literatur seien (Diekmann, 2007) sowie (Flick & Kar-
dorff, 2006) empfohlen.

31 Die Daten der Interviews und des Fragebogens sind gleichwertig. Die
Daten des Fragebogens können standardisierter ausgewertet werden,
während die Daten aus den Interviews tiefer gehen und die Daten des
Fragebogens kontextualisieren können.

32 Zudem kann durch die Methodenkombination einer Scheinsicherheit der
Daten entgegengewirkt werden. Interviews und Fragebogen dienen sich
gegenseitig als Interpretationshilfen.
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empirischen Forschung aufzustellen. Bevor die ineinander-
greifende Auswertung von Interview und Fragebogen illus-
triert wird, wird in den nächsten Kapiteln die Erstellung,
das Testen und die Durchführung der Interviews und dem
Fragebogen beschrieben.

3.1.3. Interview
Inspiriert von den Erzählmöglichkeiten des narrativen

Interviews, welches vielfach mit einer oder wenigen Fra-
gen grosse Teile der Lebensgeschichten der Befragten er-
forscht, wurde ein Interview mit mehreren thematisch abge-
grenzten Erzählblöcken entworfen. Die Befragten soll-
ten so die Möglichkeit haben, themenspezifisch von ihren
Wahrnehmungen, Vorstellungen und Lebenspraktiken zu
erzählen. Die meisten Fragen wurden so breit gestellt, dass
die Befragten die Chance haben sollten, ihre persönlichen
Geschichten zu erzählen und eigenen Schwerpunkte zu set-
zen. Insbesondere weil bei heiklen und unangenehmen
Fragen sowie bei Fragen, bei welchen starke soziale Er-
wartungen mitschwingen, mit Verzerrungen in Interviews
zu rechnen ist (Diekmann, 2007, S. 441-443) wurde auf
eine neutrale Interviewführung geachtet33: Dabei wird
versucht, ”der befragten Person das Gefühl zu vermitteln,
dass ihre Antwortreaktionen weder in der Interviewsituation
noch später in irgendeiner Weise sanktioniert werden. Die
meist angekündigte Vereinbarung über die Vertraulichkeit
der Angaben und eine neutrale Gesprächsführung sollen
diesen Eindruck verstärken” (Diekmann, 2007, S. 439).
Entsprechend wurde eine Vertraulichkeitserklärung in die
Intervieweinführung eingebaut. Zudem wurden als Gegen-
massnahme wie von Diekmann (2007, S. 449) empfohlen
alle Fragen möglichst neutral formuliert und auf wertbeset-
zte Begriffe verzichtet. Im ‘Briefing’ wurde zudem erklärt,
um was es im Interview geht und wie es abläuft (Flick &
Kardorff, 2006, S. 367). Die finalen Interviewfragen können
im Anhang B eingesehen werden.

Im ersten Themenblock wurden die Befragten zur Wahr-
nehmung der und dem eigenen Wohlbefinden in der Schwei-
zer Gesellschaft gefragt. Ziel war es herauszufinden, ob
die Befragten Entwicklungsmöglichkeiten und Sinn in der
Gesellschaft verspüren. Darüber hinaus wurde untersucht,
ob die Befragten ein postheroisches oder heroisches Gesell-
schaftsbild zeichnen. Die Überleitung zu den Selbstopti-
mierungsnarrativen wurde mit einer Frage zu den gesell-
schaftlichen Erwartungen gestartet. Danach wurden die indi-
viduellen Haltungen zur Selbstoptimierung erfragt. Es wurde
angestrebt herauszufinden, welche Leistungserwartungen
wahrgenommen, sich selbst auferlegt oder internalisiert wer-
den.

Die Anschlussfrage sollte den Befragten den Anstoss
geben, von ihren Selbstoptimierungspraktiken zu erzählen.
Um die Rechtfertigungsnarrative für die Selbstoptimierung
der Studierenden zu ermitteln, wurden Fragen zur Motiva-

33 Auf die neutrale Interviewführung wird im Kapitel zur Interviewdurch-
führung erneut eingegangen.

tion gestellt. Im Interview wird sodann ein Themenwech-
sel angekündet. Zwei Fragen sollen die Befragten anre-
gen, von ihren Vorstellungen eines gelingenden Lebens zu
sprechen. Um mögliche Zusammenhänge oder Kompeti-
tionsverhältnisse der Bereiche Selbstoptimierung und gelin-
gendem Leben analysieren zu können, wurde die Idee des
Arbeitens für ein gelingendes Leben in zwei Fragen erfragt.
Die Studierenden sollten konkret nach persönlichen Zusam-
menhängen gefragt werden, damit in sich überschneidende
Antworten nicht zu viel hineininterpretiert wird, sondern
in Erfahrung gebracht werden kann, welche Verbindungen
die Studierenden selbst sehen. Das Interview wird mit einer
Ergänzungswunschfrage abgeschlossen.

Die finale Formulierung sowie die Reihenfolge der Frage
wurden in einem Interviewleitfaden festgehalten. ”Ein
Leitfaden dient unter anderem dem Zweck, dass im Inter-
view möglichst alle relevanten Aspekte und Themen ange-
sprochen werden und damit eine gewisse Vergleichbarkeit
der Antwortreaktionen verschiedener Befragter ermöglicht
wird” (Diekmann, 2007, S. 537). Die Struktur des Interviews
liess der Interviewerin die Möglichkeit, eine Frage in anderen
Worten zu wiederholen oder auf andere Weise nachzufragen,
sofern die Befragten die Frage unvollständig beantworteten
oder falsch verstehen würden. Zudem wurden im Interview-
protokoll34 Verhaltensregeln für den Ablauf des Interviews
festgelegt, um ein möglichst positives Interviewklima zu
garantieren.35

Die Interviewfragen wurden so konstruiert, dass durch
die spontane Beantwortung die intuitiven Selbstoptimierungs-
verständnisse und -praktiken der Studierenden erfasst wer-
den. Im Interview wurden die Studierenden absichtlich
in keine Richtung gelenkt, während im Fragebogen die
Antworten basierend auf vorhandener Theorie vorstrukturi-
ert wurden.

Für das Interviewdesign wurde zudem recherchiert,
welchen Effekt der Ort der Durchführung beziehungsweise
der Kommunikationskanal auf die Ergebnisse hat. Laut
Diekmann (2007, S. 501 f.) sind Antworten aus telefonisch
durchgeführten Interviews und von Angesicht zu Angesicht
durchgeführte Interviews vergleichbar. Aufgrund des anzu-
nehmend geringen Qualitätsunterschieds sowie Praktikabili-
täts- und Effizienzgründen36 wurde entschieden, das Inter-
view nicht in Person, sondern virtuell durchzuführen.

Bei den Interviews sowie beim Fragebogen, dem das
nächste Kapitel gewidmet ist, wurde entsprechend Diek-
mann’s Empfehlungen (2007, S. 479 ff.) bei der Fragefor-
mulierung darauf geachtet, kurze, verständliche und hin-
reichend präzise Formulierungen zu machen. Für die In-
terviews sowie für den Fragebogen wurde einfaches Hoch-

34 Mit folgendem Link können das Interviewprotokoll sowie der finale In-
terviewleitfaden eingesehen werden.

35 Worauf im Kapitel zur Interviewdurchführung erneut eingegangen wird.
36 Zum einen fielen die Interviewtermine zur Hälfte in die Semesterferien,

während deren die Studierenden nicht an ihren Universitäten anzutre-
ffen gewesen wären. Zum anderen befand sich die Interviewerin nicht
mehr im universitären Alltag. Letztlich variierte die Aufenthaltsorte der
Studierenden zu stark, um effizient Interviews vor Ort zu koordinieren.

https://drive.switch.ch/index.php/s/wPwlmHRlDvKSMeK
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deutsch verwendet37 und keine doppelten Verneinungen
eingebaut, damit die Befragten nicht unnötig lange ins Nach-
denken oder Stocken geraten. Zudem wurden keine mehrdi-
mensionalen Fragen gestellt.

3.1.4. Fragebogen
Für die Konstruktion des Fragebogens wurden diverse

bestehende Fragebogen und Theorien hinzugezogen: Die
Fragen zum Gesellschaftsbild wurden massgeblich vom
Fragebogen der ‘Moral Foundations Theory’ inspiriert, mit
welcher der Psychologe Jonathan Haidth und seine Kol-
legen*innen basierend auf sechs definierten moralischen
Grundlagen menschlichen Verhaltens zuverlässig politische
Ideologien ausmachen können.38

Anstelle der moralischen Grundlagen wurden drei Achsen
für das Gesellschaftsbild festgelegt: Sinn, Entwicklungsmög-
lichkeiten sowie Leistungserwartung. Wie bei der ‘Moral
Foundation Theory’ wurden mehrere Aussagen pro Achse
entworfen, denen die Befragten im Fragebogen dieser Bach-
elorarbeit auf einer siebenstufigen Likert-Skala39 zustimmen
können. Die Sinn-Achse sollte Auskunft darüber geben,
wie säkular die Gesellschaft wahrgenommen wird. Der
Entwicklungs-Achse wurden Heldenreisen ähnliche Aus-
sagen zugeschrieben. Die Entwicklungsachse sollte messen,
inwiefern die Befragten Möglichkeiten haben, sich selbst
kennenzulernen und sich auf eine Helden*innenreise zu
begeben. Die Leistungsachse dient speziell zur Erfassung des
Verhältnisses zwischen Sinn- und Entwicklungsmöglichkeiten
auf der einen und Leistungserwarten auf der anderen Seite.
Die Formulierungen der Aussagen entspringen der gelesenen
Theorie. Für die Sinn-Achse wurde für die Formulierung
der Aussagen zudem der ‘Meaning in life’ Fragebogen40

hinzugezogen. Alle Aussagen im Zusammenhang mit den
Achsen sind angelehnt an die genannten Fragebögen und
entsprechend in der ‘Ich-Form’ verfasst. Um eine Personen-
unabhängige Aussage zum gesellschaftlichen Glück, der
Gesundheit und der Säkularität zu erhalten, wurden drei
Kontrollfragen hinzugefügt, die neutral formuliert sind.

Zur Messung der Zustimmung wurden im Fragebogen
durchgängig 7-stufige Likert-Skalen verwendet, denn ”em-
pirisch sprechen die Ergebnisse eher für ungerade Skalen”
(Franzen, 2019, S. 670). Laut Moors (2008) konnten
zwischen 5-stufigen und 6-stufigen Antwortmöglichkeiten

37 Beim Fragebogen bietet sich Hochdeutsch als verwendete Schriftsprache
im deutschsprachigen Raum an. Trotz möglichen Einbussen in der
Lockerheit und Familiarität der Befragten wurde entschieden, die Inter-
views ebenfalls auf Hochdeutsch durchzuführen. Dies insbesondere zu
Konsistenz- und Effizienzzwecken in der Auswertung.

38 Der Moral Foundations Fragebogen, dessen Übersetzungen und Auswer-
tungsvorlagen können auf der Moral Foundations Webseite eingesehen
werden (“Questionnaires | Moral Foundations Theory”, n.d.).

39 Es gab je drei Zustimmungs- und Ablehnungsantwortmöglichkeit, eine
neutrale Mitte sowie die Möglichkeit sich mit ‘Ich weiss nicht’ ganz zu
enthalten.

40 Es wurde die deutsche Übersetzung des ‘Meaning in Life’ Fragebogen aus
der Arbeit von Neumüller (2013, S. 85) als Inspiration verwendet. Der’
Meaning in Life’ Fragebogen ist Messinstrument zum wahrgenommenen
Sinn im Leben.

keine signifikanten Unterscheide festgestellt werden. Ob-
wohl das Risiko besteht, dass die Befragten vermehrt zur
Mitte tendieren, wenn eine solche in den Antwortkategorien
angeboten wird, wurde eine neutrale Antwortmöglichkeit
angeboten, damit sich die Studierenden nicht in eine Rich-
tung entscheiden müssen, obwohl sie einem Thema neu-
tral gegenüberstehen. Weil zusätzlich bei Fragen, die sich
nicht auf die eigene Person beziehen, eine ‘ich weiss nicht’
Kategorie am rechten Rand hinzugefügt wurde und den
Studierenden bei fast allen Fragen die Möglichkeit gegeben
wurde sich zu enthalten, sollte dieses Risiko minimiert wer-
den41.

Für die Erfassung der Selbstoptimierungspraktiken wur-
den zwei in der Theorie präsente Bereiche ausgewählt,
das Aussehen sowie die Gesundheit, die analysiert werden
sollen. Da es sich bei den Befragten um Studierende han-
delt, wurde zudem ‘geistige Leistungsfähigkeit’ als Bereich
hinzugefügt. Die Bereiche ‘soziale Beziehungen’ und ‘Glück’
wurden hinzugefügt um zu prüfen, inwiefern die Studieren-
den diese Bereiche als aktives Arbeiten verstehen, und damit
wichtige Hinweise für die Beantwortung der Forschungs-
frage zu erhalten. Pro Bereich wurden in einem Matrixfor-
mat sechs bis neun Selbstoptimierungstätigkeiten aufgeführt
und die Studierenden wurden gebeten, für jede Tätigkeit
anzugeben, wie intensiv sie diese ausführen. Im Anschluss
an jeden Tätigkeitsblock pro Bereich folgte ein Block, der die
Gründe der Arbeit an sich selbst abfragte. Die Gründe stam-
men zum Grossteil aus der Literatur, dienten zur Erforschung
der Rechtfertigungsnarrative und blieben über alle Bereiche
konstant, während die Tätigkeitsbeispiele auf die Bereiche
angepasst wurden. Sowohl bei den Tätigkeiten als auch
bei den Gründen hatten die Studierenden die Möglichkeit,
unter der Antwortmöglichkeit ‘Andere‘ persönliche Beispiele
hinzuzufügen.

Die Antwortmöglichkeiten zur Frage nach einem gelin-
genden Leben wurden vom PERMA-Profiler inspiriert. Dieser
misst mit je drei Aussagen zu jeder PERMA-Kategorie men-
schliches Wohlbefinden (Immer, 2017). Die Antwortmöglich-
keiten des PERMA-Profilers wurden im Rahmen dieser Bach-
elorarbeit als Vorstellungen eines gelingenden Lebens umfor-
muliert. Entsprechend wurde der Wortlaut der Fragen zum
Teil übernommen und auf ein gelingendes Leben, statt das
Hier und Jetzt bezogen. Da nicht alle Fragen auf ein gelin-
gendes Leben übersetzt werden konnten, wurden lediglich
zwei Antwortmöglichkeiten pro PERMA-Kategorie gewählt
sowie zwei Antwortmöglichkeiten zum Heldenreisen-ähn-
lichen ‘sich selbst kennenlernen und weiterentwickeln’ hinzu-
gefügt.

Nach den Pretests wurde der Fragebogen mit zwei qual-
itativen, selbstreflexiven Fragen42 ergänzt. Entsprechend

41 Für die Auswertung wurde der neutralen Haltung in der Mitte der
numerische Wert in der Mitte der 7-stufigen Likert Skala zugewiesen,
während Enthaltungen oder die ‘Ich weiss nicht’ Antwort 0 Punkte er-
hielten, sprich aus der Auswertung herausfielen.

42 Konkret, wie die Befragten die Beantwortung der Fragen zu den Selb-
stoptimierungstätigkeiten sowie dem gelingenden Leben erlebten. Für
Details zum Pretest sei auf das Kapitel 3.2 verwiesen.
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des zu haltenden Spannungsbogens wurden in den Inter-
views und im Fragebogen die wichtigsten Fragen im zweiten
Drittel gestellt. Laut Diekmann (2007, S. 484-485) soll-
ten sozialstatistische Fragen am Ende der Datenerhebung
platziert werden. Entsprechend endete der Fragebogen mit
den für die Befragten weniger fordernden und spannenden
demographischen Fragen. Als Tool für die Umfrage wurde
‘surveymonkey’ verwendet.43

Grundsätzlich wurde beim Forschungsdesign darauf
geachtet, die Konzentrationsfähigkeit der Teilnehmenden
aufrecht zu erhalten. Für das Interview sowie für das Aus-
füllen des Fragebogens wurden je zirka 30 Minuten einge-
plant. Die Befragten hatten zudem Anspruch auf eine Pause
zwischen den Teilen. Die geschätzten Zeiten wurden in den
Pretests überprüft.

3.1.5. Wortwahl
Wie oben angeklungen sollten keine wertbesetze Begriffe

in die qualitative oder quantitative Forschung einfliessen
(Diekmann, 2007, S. 481). In den Interviews sowie im Frage-
bogen wurde aufgrund der Vermutung, dass die Befragten
verschiedene Verständnisse und stark ausgeprägte Bewertun-
gen für das Wort Selbstoptimierung haben, dieses bewusst
nicht verwendet. Besonders wenn Selbstoptimierung neg-
ativ aufgefasst wird, könnten die Resultate in die jeweilige
Richtung beeinflusst werden. In beiden Datenerhebungsver-
fahren wurde entsprechend der Begriff ‘an sich Arbeiten’
anstelle von Selbstoptimierung verwendet. Im Interview
wurde der Begriff ohne eine vorgängige Definition verwen-
det, was den Studierenden die Möglichkeit gab, ihre sponta-
nen Gedanken zu äussern und ihrem eigenen Verständnis zu
folgen.

Im Fragebogen wurde der Begriff definiert, weil im
Pretest in Erfahrung gebracht wurde, dass die Testinter-
viewten einerseits eine Definition hilfreich fänden und ander-
erseits ohne Definition die selbstoptimierenden Tätigkeiten
nicht genügend als solche verstanden haben. Im nächsten
Kapitel wird das Testen der beiden Methoden sowie die da-
raus resultierenden Veränderungen ausgeführt.

3.2. Pretests
Ein Pretest eines Datenerhebungsverfahren ist notwendig,

weil, wie Backstrom und Hursh (1963) betonten, kann keine
noch so grosse intellektuelle Übung den Test einer Methode
ersetzen, die für die Anwendung an Menschen entwickelt
wurde. Ein Pretest stellt einen Probelauf des Datenerhe-
bungsverfahrens, in dieser Arbeit des Interviews und an-
schliessendem Fragebogen, dar. Mit Hilfe dieser Probeläufe
können Probleme im Datenerhebungsdesign, der Schulung
des Personals sowie bei logistischen Abläufen erkannt und
vor der finalen Datenerhebung behoben werden (UCLA CTSI
Community Engagement & Research Program, n.d.).

43 Alle Fragen des finalen Fragebogens können unter diesem Link auf
SWITCHDrive im Originaldesign eingesehen werden.

Mit einer Zielprobanden*innenzahl von 30 Personen wur-
den sechs Personen zum Pretest eingeladen.44 Je näher die
Bedingungen der Pretests am geplanten Datenerhebungsde-
sign sind, desto wirkungsvoller sind sie. Die Bedingungen
der Pretestsinterviews stimmten, abgesehen von inhaltlichen
Veränderungen, mit denen der Interviews überein. Lediglich
die Zielgruppe musste aufgrund der andauernden Prü-
fungsphase der Wirtschaftstudierenden auf Studierende aller
Fächer ausgeweitet werden. Für die Pretests wurde die De-
briefing Methode ausgewählt: Mit dieser wird die Datenerhe-
bung in Echtzeit durchgeführt und danach in einem vorstruk-
turierten Gespräch die Datenerhebung reflektiert45. Den
Testinterviewten wurden allgemeine Fragen zur Information-
smenge, Länge, Struktur, den Antwortmöglichkeiten sowie
dem Fragenübergang gestellt. Zudem wurden die meisten
Fragen erneut einzeln vorgelesen und die Schwierigkeit,
das spezifische Verständnis der Frage oder von in der Frage
vorhandenen Begriffen geprüft. Die Befragten wussten im
Voraus, dass neben dem Inhalt ihrer Antworten vor allem
ihr Verständnis der Fragen untersucht wird. Im Pretestpro-
tokoll46 sind alle Debriefing Fragen sowie die Einführung
einsehbar. Während der Pretests beobachtete und protokol-
lierte die Interviewerin zudem Signale wie starkes Zögern,
Stirnrunzeln, Lachen oder andere Reaktionen und liess diese
in die Auswertung der Pretests einfliessen.

Die Auswertung der Testinterviews und Fragebogen
beschränkte sich darauf in Erfahrung zu bringen, ob die Fra-
gen wie intendiert verstanden wurden. In einem Übersichts-
dokument47 wurden die Rückmeldungen zu jeder Interview-
und Fragebogenfrage aller Befragten gesammelt. Wenn
alle Personen die Frage korrekt verstanden haben, wurde
keine Änderung vorgenommen. Wenn mehrere Personen
Verbesserungsvorschläge hatten, Miss- oder- Unverständnis
äusserten, wurde die Fragenformulierung verbessert, sofern
von einer Verbesserung für alle Befragten ausgegangen wer-
den konnte. Aufgrund des begrenzten Rahmens dieser Ar-
beit sind alle Veränderungen von Interviewleitfaden und
Fragebogen im Drive hochgeladen und dort dokumentiert.
Die groben Veränderungen seien hier erwähnt: Statt der
Regelmässigkeit48 als Indikator für die Intensität der Selb-

44 Wie von Diekmann (2007, S. 485) beschrieben ist 20% der Zielmenge als
Zahl der Testinterviewten nicht unüblich.

45 Die Debriefing Methode hat gegenüber der Protokoll- und anderen
Methoden den Vorteil, dass die Interviewerin durch die Durchführung
des Datenerhebungsprozesses in Echtzeit ihre Interviewfähigkeiten
verbessern kann und eine adäquate Einschätzung der Erhebungsdauer
erhält. In anderen Pretestmethoden wird direkt nach der jeweiligen
Interview-Frage eine Reflektionsfrage gestellt oder direkt bei der Frage
eine Kommentarfunktion eingebaut, was den inhaltlichen Verlauf des
Pretest zudem hätte beeinflussen können.

46 Das Pretestinterviewprotokoll kann mit folgendem Link eingesehen wer-
den.

47 Mit diesem Link kann dieses Übersichtsdokument eingesehen werden.
Aufgrund des begrenzten Rahmen dieser Arbeit wurde darauf verzichtet,
ein Dokument mit allen Änderungen im Interviewleitfaden sowie im
Fragebogen zu erstellen. Aus den Vergleichen der für die Pretests ver-
wendeten Methodik und jener der Befragung werden alle Veränderungen
sichtbar.

48 Da Studierende aufgrund von langen Sommerpausen, intensiven Lern-

https://drive.switch.ch/index.php/s/EYI0u7iAEr8HZUh
https://drive.switch.ch/index.php/s/pKG3E9P9D9if7lD
https://drive.switch.ch/index.php/s/Kttd0fzWyC9DFmE
https://drive.switch.ch/index.php/s/H03X56eaWuoSDCl
https://drive.switch.ch/index.php/s/H03X56eaWuoSDCl
https://drive.switch.ch/index.php/s/NgjpPS64Fyw22yX
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stoptimierungspraktiken wurde direkt Intensität verwen-
det. Darüber hinaus wurden gewisse Fragen zur besseren
Übersicht zweigeteilt. Ansonsten wurden wie oben erwähnt
zwei selbstreflexive Fragen hinzugefügt, um das Empfinden
der Befragten während der Befragung abzuholen sowie
einzelne Worte im Fragebogen durch besser verständliche
Synonyme ersetzt. Das Pretesting diente zudem als Schu-
lung für die Interviewerin, die sich einerseits in der neu-
tralen Interviewführung und andererseits der Benutzung der
Tools üben konnte.49 Bei den Testinterviews bestätigten sich
die Zeitaufwände: zwischen 20 bis 35 Minuten pro Inter-
view und Fragebogen, durchschnittlich je 30. Entsprechend
wurde fortan von einem durchschnittlichen Zeitaufwand von
einer Stunde gesprochen.

3.3. Durchführung
3.3.1. Vorbereitung und Rekrutierung

Ziel der Arbeit war es, Aussagen über Studierende der
Universität St. Gallen hinaus für die ganze deutsch-sprachige
Schweiz treffen zu können50. Die Befragten wurden aus
dem erweiterten Bekanntenkreis rekrutiert. Neben der
Kontaktaufnahme mit Bekannten schrieb die Interview-
erin in folgende Gruppenchats: WhatsApp-Gruppe mit
allen Bachelorstudierenden der Volkswirtschaftslehre der
Universität St. Gallen, WhatsApp-Gruppe mit allen Mit-
gliedern des ‘Social Business Club’ der Universität St. Gallen,
Slack-Gruppe51 mit allen Mitgliedern aller Nachhaltigkeits-
orientierten Studierendenvereinen der Universität St. Gallen
sowie Slack Gruppe mit allen oikos52 Mitgliedern der Univer-
sität St. Gallen. Generell wurde entsprechend Diekmann’s
Empfehlungen (Diekmann, 2007, S. 444) kooperativ und
motivierend kommuniziert. Die Befragten sollten wissen,
dass ihrer Meinung Bedeutung zugemessen wird und dass
die Befragung idealerweise sogar Spass macht. Die orig-
inale Rekrutierungsnachricht kann im Anhang eingesehen
werden.

Die Teilnehmer*innen wussten lediglich, dass es in der
Befragung um Selbstbilder geht und woher die Inspiration
für das Thema stammte. Die interessierten Studierenden
meldeten sich sodann per privater Nachricht via Slack oder
WhatsApp bei der Interviewerin. Diese schlug den Inter-
essierten sodann über ein aktuelles Foto des Interviewplans

phasen und flexibler Stundenplanung eine relativ schwankende Allt-
agsgestaltung haben empfanden es die Befragten als schwierig, die
Regelmässigkeit über ein Jahr zu bestimmen.

49 Entsprechend wurden die Pretest Interviews wie die geplanten Interviews
aufgezeichnet und transkribiert. Mit folgendem Link können die Tran-
skripte und Audiodateien abgerufen werden.

50 Da lediglich drei der Befragten nicht an der Universität St. Gallen (son-
dern an der Universität Basel, zum Teil mit Nebenfach an der Universität
Luzern) studieren, sind die Aussagen in diesem Kontext anzusehen.

51 Slack ist ein Kommunikationsprogramm, welches den Austausch von
Nachrichten zwischen Individuen sowie innerhalb Gruppen ermöglicht
und von vielen Studierendenvereinen der Universität St. Gallen verwen-
det wird.

52 Oikos ist der grösste Nachhaltigkeitsverein der Universität St. Gallen, in
welchem die Interviewerin zum Zeitpunkt der Anfrage Mitglied war. Die
Interviewerin war zudem zwei Jahre im ‘Social Business Club’ aktiv.

freie Termine vor. Alle Interviewplätze wurden in einem Zeit-
fenster von zwei Wochen angeboten, das zwei Wochen nach
der Anfrage begann. Beginnend um 9:00 Uhr wurden im
zwei Stunden Takt bis 20:00 Uhr Termine angeboten. Grüne
Felder bedeuteten, dass die Termine noch frei sind. Eine
rote Färbung des Terminfeldes bedeutete, dass der Termin
bereits belegt ist. Gelb gefüllte Felder verlangten weitere
Abklärungen. Sobald an einem Tag drei Interviews einge-
tragen waren, wurden keine Termine mehr an diesem Tag
angeboten.53 Nach zwei Interviews am Stück wurde der
nächste Termin gelb markiert, sodass die Interviewerin zwis-
chen dem zweiten und letzten Interview mindestens eine
Stunde Pause machen konnte. Innerhalb von einer Woche
waren entsprechend dieses Verfahrens bereits 20 der 30
Plätze gefüllt. Mit den ausstehenden Nachrichten konnten
in der Woche darauf alle Plätze sowie ein Puffer am letzten
Samstag gefüllt werden.

Die interessierten Studierenden erhielten bis zum Inter-
view keine weiteren Informationen zum Inhalt des Interviews
und Fragebogens. Sobald ein Termin vereinbart wurde, be-
dankte sich die Interviewerin im Voraus und teilte auf Nach-
frage mit, dass keine Vorbereitung benötigt ist. Am Vortag
des jeweiligen Interviews erhielten die Studierenden eine
Erinnerung54 an den Termin sowie den Link zum virtuellen
Treffen auf Zoom.

3.3.2. Interview und Fragebogen
Die Interviewerin orientierte sich während jedem Inter-

view am Interviewprotokoll55, in welchem der Ablauf und die
Verhaltensregeln für die Durchführung der Interviews und
Fragebögen dokumentiert sind. In der gesamten Kommu-
nikation vor dem Interview sowie der Begrüssung war das
oberste Ziel, ein angenehmes Interviewklima zu schaffen.
Dies ist insbesondere wichtig bei narrativen Interviews, weil
die Befragten ”aus Gründen der Anerkennung die Darstel-
lung ihrer Biographie” (Mecke, 2001, S. 48) verändern kön-
nten. Eine nicht aufgezeichnete und lockere Begrüssung56

hatte zum Ziel, diesen Effekt zu begrenzen. In der Begrüs-
sung wurden die Interviewten zudem um ihr Einverständnis
zur Gesprächsaufzeichnung gefragt.

Nach dem Aufzeichnungsbeginn las die Interviewerin
eine vorformulierte Einleitung vor, in welcher sie sich vorstell-
te und den Ablauf der Interviews sowie das anschliessende
Ausfüllen des Fragebogens beschrieb. Es folgte eine deklari-
erte ‘Warm-up’ Frage, die die Befragten einerseits ins Erzäh-
len bringen und andererseits langsam an das Thema heran-
führen sollte57. Anschliessend leitet die Interviewerin die

53 Aufgrund Terminverschiebungen aus der ersten Interviewwoche wurden
an einem Tag in der zweiten Woche eine Ausnahme gemacht und vier In-
terviews durchgeführt. Unter diesem Link kann der Interviewplan einge-
sehen werden.

54 Eine Beispielsnachricht kann im Anhang B eingesehen werden.
55 Sowie dem darin enthaltenen finalen Interviewleitfaden.
56 In welcher spontan eine Frage zum bisherigen Tag formuliert und darüber

informiert wurde, dass der Hund der Interviewerin eventuell bellen kön-
nte.

57 Die Antworten auf die ‘Warm-up’ Frage wurden dokumentiert, fliessen
jedoch nicht in die Auswertung ein.

https://drive.switch.ch/index.php/s/lluux9H162h3c7v
https://docs.google.com/spreadsheets/d/1UBYc17LgOefnxz9LAn3i5Ac7_iAEC_34pCYgWhrzmno/edit#gid=0
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Befragten durch alle Interviewfragen und versucht durch
Wiederholen (von Teilen) der gegebenen Antworten und
die aktive Verknüpfung mit den nächsten Fragen den Fluss
des Interviews aufrecht zu halten und die Teilnehmer*innen
beim Erzählen zu unterstützen. Hauptsächlich ist die In-
terviewerin bedacht, aktiv zuzuhören sowie die Erzähllinie
zu verfolgen. Die Befragerin hält sich an den Interviewleit-
faden und weicht nur davon ab, wenn Befragte massiv58

anstehen. Wenn die Antworten der Befragten die gestellte
Frage nicht beantworten, fragt die Befragerin nach. Dieses
Nachfragen erfolgt beispielsweise ”mittels Anknüpfung an
bereits Gesagtes” oder Stimulation ”zu weiteren detaillierten
Erzählsträngen” (Mecke, 2001, S. 48) wie beispielsweise ‘du
hast angedeutet...’. Die Befragerin reagiert wertfrei auf die
Antworten und nimmt diese neutral zur Kenntnis. Sie be-
dankt sich lediglich für das Beantworten der einzelnen Fra-
gen. Bei weniger plausiblen oder unklar ausgeführten Aus-
sagen sowie bei Unterbrechungen aufgrund von schlechter
Internetverbindung oder Lärm fragt die Interviewerin nach,
ob sie die bisherigen Aussagen richtig verstanden habe.
Nachdem die Befragten alle Interviewfragen inklusive der
Ergänzungswunschfrage beantwortet haben, frägt die In-
terviewerin die Befragten, ob sie eine fünfminütige Pause
wünschen, um den Kopf zu durchlüften oder sich etwas zu
trinken zu holen.

Nach einer fünfminütigen Pause oder direkt im Anschluss
leitet die Interviewerin entsprechend dem Protokoll zum
Fragebogen über. Sie erläutert das Vorgehen und erklärt,
dass die Befragerin nach dem Ausfüllen des Fragebogens
gerne inhaltliche Fragen zur Bachelorarbeit beantwortet.
Die Befragerin wiederholt zudem, dass sich die Befragten
Zeit lassen dürfen und sich melden können, wenn sie den
Fragebogen abgesendet haben. Sie teilt dann den Link zum
Fragebogen im Zoom-Meeting-Chat und stellt ihr Mikrofon
auf stumm. Im Anschluss füllen die Befragten den Frage-
bogen selbstständig aus, während die Befragerin im Zoom-
meeting bleibt. Es steht den Befragten frei, ob sie sich stumm
stellen und/oder ihre Kamera für das Ausfüllen des Frage-
bogens ausschalten wollen. Die Interviewerin behält ihre
Kamera an, um den Befragten ihre Anwesenheit zu signal-
isieren. Die Befragerin liest oder schreibt, während die Be-
fragten den Fragebogen ausfüllen, etwas auf ihrem Laptop.
Dabei ist ihr Blick nicht auf die Uhr oder auf den*die Teil-
nehmer*in gerichtet, damit möglichst wenig Druck aufge-
baut wird. Idealerweise wird durch die Anwesenheit der
Befragerin Druck genommen, da starke Verständnisprob-
leme direkt angesprochen werden können. Zudem wird
garantiert, dass zwischen dem Interview und dem Fragebo-
gen nicht zu viel Zeit verstreicht, der Fragebogen alleine und
vollständig beantwortet und abgeschickt wird. Nach dem
Ausfüllen des Fragebogens fand mit allen, die Interesse und
Zeit hatten, ein informeller Austausch statt. Die Befragten
durften insbesondere inhaltliche Fragen zur Bachelorarbeit
sowie zum Prozess stellen. In gewissen Anschlussgesprächen

58 Unter massivem Anstehen wurde insbesondere langes Zögern,
wahrgenommene Unsicherheit oder Nachfragen verstanden.

standen andere oder private Themen im Vordergrund.

3.4. Auswertung
3.4.1. Interviews

Zur weiteren Auswertung wurde die Tonspur der Inter-
views mit einem iPad aufgezeichnet und anschliessend mit
descript59 anonymisiert transkribiert. Die Interviewerin er-
stellte sich zu Effizienz-Zwecken eine Word Vorlage60 mit der
Struktur jedes Transkripts; Angaben zur Interviewzeit, der
Person sowie den vorformulierten Einleitungs-, Übergangs-
und Abschlusstexten. Diese Vorlage wurde dann jeweils
mit den exakt transkribierten Fragen und Antworten der
Befragten gefüllt. Die Interviewerin wurde mit ‘I’, die Be-
fragte Person mit ‘B’ abgekürzt. Zudem wurde das Ver-
halten der Personen sowie Zwischenfälle wie Internetprob-
leme, langes Zögern oder Lachen in [eckigen Klammern]
dazugeschrieben. Wenn die Befragten Begriffe von an-
deren Sprachen verwendeten, wurden diese in einfachen
‘Anführungszeichen’ niedergeschrieben. Zur weiteren Anal-
yse der Interviews wurden die Transkripte aller Interviews
einzeln in die ATLAS.ti Software geladen. In dieser wurde die
qualitative Inhaltanalyse inspiriert von Mayring gemacht61.

Die Schritte der qualitativen Inhaltsanalyse nach Mayring
lassen sich folgendermassen zusammenfassen: Zuerst wird
die Forschungsfrage, das Material sowie die Entstehungssit-
uation dieses Materials festgelegt.62 Um eine systematische
und zuverlässige Analyse qualitativer Daten, relevante The-
men und Muster zu identifizieren und daraus Schlüsse zu
ziehen, die zur Beantwortung der Forschungsfrage beitragen,
wird anschliessend eine Analysetechnik sowie ein passender
Ablauf definiert. Laut Mayring wird im Voraus definiert, wie
gross die Kodiereinheit, Kontexteinheit und Auswertung-
seinheit sind.63 Die strukturierte Form der Inhaltsanalyse
nach Mayring wertet dann die Texte mithilfe von definierten
Kategorien aus, die dann entsprechend des Ablaufs auf das
Textmaterial angewandt werden. Anschliessend werden die
Ergebnisse in einem Analyseprozess zusammengetragen und
entsprechend der Forschungsfrage interpretiert (Mayring,
1991)64.

59 Descript ist eine ”All-in-One-Videobearbeitungsplattform”, die zudem
Transkriptionsdienste anbietet und vielfach für die Bearbeitung von Pod-
casts eingesetzt wird.

60 Die Vorlage kann unter folgendem Link eingesehen und heruntergeladen
werden.

61 Vgl. Kodierleitfaden im Anhang B sowie Kapitel zur qualitativen Inhalts-
analyse von Mayring in (Flick & Kardorff, 2006, S. 468-474)

62 Vorgängige Schritte der Mayringschen Inhaltsanalyse wie die Festlegung
der Forschungsrichtung, Fragestellung, Material sowie Entstehungssitua-
tion und formale Charakteristika dieses Materials wurden in vorherigen
Methodenkapitel bereits beleuchtet und werden für dieses Unterkapitel
als geklärt angenommen.

63 Die Auswertungseinheit beschreibt, in welcher Reihenfolge die Texte
nacheinander kodiert werden. Die Kodiereinheit legt den kleinst-
möglichen Textbestandteil fest, der kodiert werden darf, während die
Kontexteinheit den grössten beschreibt. Alle sind in dieser Arbeit im
Kodierleitfaden beschrieben.

64 Bereits beim Erstellen des qualitativen Forschungsdesigns wurde auf die
nachfolgenden Gütekriterien qualitativer Forschung: Objektivität, Relia-

https://drive.switch.ch/index.php/s/RZNrL3EiVybRq0U
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In dieser Arbeit wurden sowohl zuvor definierte Kat-
egorien (deduktives Verfahren) als auch neu entstandene
Kategorien verwendet (induktives Verfahren). Entsprechend
wurde über mehre Schritte ein Kategoriensystem entwickelt,
welches die relevanten Inhalte der Transkripte wiedergeben
kann. Jede Kategorie, im folgenden Kode genannt, muss ab-
grenzend definiert werden. Dafür können Zitate aus der The-
orie oder dem Textmaterial verwendet werden. Im Kodier-
leitfaden65 wurde jede Kategorie beschrieben. Für jede Frage
sind zudem die Kodierregeln, die Regeln zur Verwendung der
Kodes, festgelegt. Das Setzen und Verändern von Kodes ist
im Kodierleitfaden zur Nachvollziehbarkeit dokumentiert66.

3.4.2. Fragebogen
Die Auswertung des Fragebogens diente als Kontrolle

und Ergänzung der Interviewergebnisse. Dazu wurde zum
einen die automatisch generierte Übersichtsauswertung
von Surveymonkey verwendet67 und zum anderen eigene
Berechnungen mit dem Statistikprogramm R durchgeführt.
Sozialdemographische Angaben wurden der Übersichtsta-
belle entnommen, während in R68, inspiriert von der Auswer-
tung des PERMA-Profilers und dem Moral Foundations Frage-
bogen, Summen und Durchschnittswerte69, über vordefinierte
Kategorien berechnet wurden. Bereits bei der Erstellung des
Fragebogens wurde definiert, welche Aussagen zu welcher
Kategorie gehören. Eine Übersicht kann dem Anhang B ent-
nommen werden.

Für die Tätigkeits- und Gründeblöcke wurde ebenfalls mit
der durchschnittlichen Zustimmung gearbeitet. Es wurde
jeweils die mittlere Intensität der Arbeit an sich selbst pro
Tätigkeitsbereich zusammengefasst um zu vergleichen, in
welchen Bereichen die Befragten mehr oder weniger inten-
siv an sich arbeiten. Die Begründungen für die Arbeit an
sich selbst wurden pro Bereich sowie insgesamt ausgew-
ertet. Es wurde angenommen, dass stärkere Zustimmung zu
Begründungen der Arbeit an sich selbst mit stärkerer Mo-
tivation, möglicherweise sogar Sinnvermögen einhergehen.
Basierend auf den durchschnittlich beliebtesten Gründen pro
Bereich sowie insgesamt sollten Rückschlüsse auf die Selb-
strechtfertigungsnarrative ermöglicht werden. Zudem kon-
nten die genannten Motivationen aus den Interviews über-
prüft werden. Die Antworten, die die Befragten frei zu den

bilität, Validität und Handlungsorientierung geachtet (Flick & Kardorff,
2006, S. 320 f.). Ebenso wurde auf Gütekriterien quantitativer Messun-
gen (Diekmann, 2007, S. 247-260). Für weitere Ausführungen sei auf
die hier aufgeführten Primärquellen verwiesen.

65 Der Kodierleitfaden kann im Anhang B eingesehen werden.
66 Aus ATLAS.ti wurde zudem ein Report aller angewendeten Kodes

(Zitat-Manager) sowie der Veränderung der Kodes (Kode-Manager) zur
Nachvollziehbarkeit exportiert. Zudem wurden direkt in den Tran-
skripten in ATLAS.ti Tipp- und Rechtschreibefehler korrigiert.

67 Alle Auswertungen zum Fragebogen können unter folgendem Link einge-
sehen werden.

68 Die gesamte Aufbereitung und Auswertung der Daten kann im R Skript
unter nachfolgendem Link eingesehen werden.

69 Im PERMA-Profiler werden die Aussagen zu jeder Kategorie aufsummiert.
Basierend darauf findet die Auswertung statt. Der Moral Foundations
Fragebogen arbeitet mit dem durchschnittlichen Zustimmungswert pro
Kategorie und Person.

vorgeschriebenen Tätigkeiten und Gründen hinzuschreiben
konnten, wurden individuell gelesen und ausgewertet.70

Neben der bisher beschriebenen Auswertungsmethodik
bestand bei der quantitativen Auswertung eine gewisse Of-
fenheit für die Untersuchung von Trends sowie der Anwen-
dung anderer quantitativer Zusammenhänge. Die Antworten
aus dem Fragebogen wurden zudem auf Korrelation geprüft.
Es wurden die Antworten mit der höchsten Zustimmung pro
Frage als Referenz analysiert und, wo basierend auf der The-
orie Zusammenhänge möglich wären, wurden die Daten auf
Unterschiede zwischen Personen verschiedener Geschlecht-
sidentitäten, Glaubensrichtungen sowie dem Besuchen des
Kurses ‘Ökonomie des Glücks’ untersucht. Die Antworten
auf die selbstreflexiven Fragen zum Empfinden während des
Beantwortens wurden in die jeweiligen Interviewtranskripte
kopiert und entsprechend des Kodierleitfadens in ATLAS.ti
kodiert. R diente zudem als geeignetes Programm zur Visual-
isierung der Resultate. Der Kode zur Erstellung aller Darstel-
lungen kann entsprechend im R-Skript71 nachvollzogen wer-
den. Es wurden vorab keine Kriterien zur Ausschliessbarkeit
des Fragebogens definiert.72

Durch die im Anhang D aufgeführten Links kann auf die
Rohdaten, die Interviewtranskripte sowie weiterte für die Ar-
beit zentrale Dokumente zugegriffen werden. Bevor auf die
Resultate der Befragungen eingegangen wird, werden die Be-
fragten im nächsten Kapitel anhand sozio-ökonomischer Kri-
terien beschrieben.

3.5. Befragte
17 der befragten 30 Personen identifiziert sich mit dem

männlichen Geschlecht.73 Die Mehrheit74 der in dieser Bach-
elorarbeit befragten Personen war zum Zeitpunkt der Be-
fragung zwischen 20 und 24 Jahren alt.75 Mehr als zwei
Drittel der Befragten befand sich im Bachelorstudium76. Die

70 Die Antworten wurden entweder vorhandenen Tätigkeiten zugeordnet
oder separat betrachtet. Es ging dabei darum, ein grundsätzliches Bild
der ausgeführten Selbstoptimierungspraktiken zu erhalten.

71 Mit folgendem Link kann das R Skript heruntergeladen werden. Diesem
Ordner können zudem die Rohdaten entnommen werden. Entsprechend
der englischen Programmsprache wurde das ganze Skript in englischer
Sprache verfasst.

72 Dies insbesondere, da angenommen wurde, dass die virtuelle Anwesen-
heit der Interviewerin ausreichend kontrollierend auf die Teilnehmenden
wirkt. Im Nachhinein wäre es sinnvoll gewesen, Ausschlusskriterien wie
beispielsweise eine Mindest- und Maximalzeit zu definieren, in welcher
angenommen wird, dass der Fragebogen sinnvoll und konzentriert ausge-
füllt wurde. Es kann dennoch gesagt werden, dass keine befragte Person
weniger als zehn Minuten oder mehr als eine Stunde für die Beantwor-
tung des Fragebogens benötigte. Zudem hätte mit einer Kontrollfrage die
Aufmerksamkeit der Befragten überprüft werden können. Aufgrund der
geringen Anzahl der befragten Personen wurde darauf verzichtet. Wie in
den Limitationen erneut aufgegriffen, stellt das Einfügen einer Kontroll-
frage einen Verbesserungsvorschlag für zukünftige Forschung dar.

73 Die restlichen 13 identifizieren sich als Frauen.
74 Es handelt sich dabei um 24 Personen.
75 Eine Person war zum Zeitpunkt der Befragung jünger als 20 Jahre alt,

eine älter als 27. Die restlichen Befragten waren zwischen 24 und 27
Jahre alt.

76 Es handelt sich um 23 Personen. Darunter zwölf Personen, die Volk-
swirtschaft studieren, acht Internationale Beziehungen und drei Betrieb-

https://drive.switch.ch/index.php/s/uSHc9iuM7KzfXPG
https://drive.switch.ch/index.php/s/9psLsBhQbRBxNSC
https://drive.switch.ch/index.php/apps/files/?dir=/Finaler%20Fragebogen%2C%20Daten%20und%20Auswertung&fileid=6069662766
https://drive.switch.ch/index.php/s/U9oyKXgp3UAYeHJ
https://drive.switch.ch/index.php/s/U9oyKXgp3UAYeHJ
https://drive.switch.ch/index.php/s/9WjuqmDSU6TnaY5
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meisten Befragten sind im Studium bereits fortgeschritten
– lediglich eine Person befindet sich im ersten Studienjahr.
Neben dem Studium arbeiteten 14 Personen, mit unter-
schiedlichen Pensen, bezahlt. Neun interviewte Personen
engagieren sich zudem freiwillig.

Mehr als die Hälfte der Personen77 ordnet sich selbst der
europäischen oder schweizerischen akademischen Mittelk-
lasse zu. Neun Personen geben an, dass die erbbedingte
Mittelklasse ihre sozio-ökonomische Situation am besten
beschreibt. Es stammen entsprechend wenige Befragte aus
einer kleinbürgerlichen- oder Arbeiterklasse.

Hinsichtlich ihrer politischen Haltung beschreiben sich
40% der Befragten als grünliberal. Fast ein weiteres Drit-
tel der Befragten beschreibt die eigene politische Haltung
als soziodemokratisch. Lediglich zwei Personen geben
an, dass ihre politische Haltung am besten als konserva-
tiv beschrieben werden kann. ‘Liberal’ und ‘grün’ sind zwei
weitere vertretene politische Haltungen. Die Mehrheit der
Befragten78 beschreibt sich als ‘nicht religiös’. Fünf Perso-
nen beschreiben sich dem christlichen Glauben angehörig,
drei dem Muslimischen, während sich eine Person als Agnos-
tiker*in beschreibt. Die restlichen Personen79 sind spirituell
und glauben ‘an etwas Grösseres.’

Acht Personen besuchten den von Prof. Kolmar an der
Universität St. Gallen angebotenen Kurs ‘Ökonomie des
Glücks’, der die Inspiration für diese Arbeit lieferte.

4. Resultate

Mit der vorgängig beschriebenen Kombination qualita-
tiver und quantitativer80 Forschung wurden diverse Zusam-
menhänge zwischen Selbstoptimierung, gelingendem Leben
und Heldenreisen untersucht. In diesem Kapitel sind die sig-
nifikantesten Ergebnisse illustriert.

Es sei zudem angemerkt, dass den Grafiken aufgrund
der kleinen Stichprobe (N=30) keine Standardabweichun-
gen hinzugefügt wurden. Zur Verständlichkeit des Kapitels
sind hier erneut die Antwortmöglichkeiten auf den Frage-
bogen und die entsprechenden numerischen Werte aufge-
führt. Es sei zudem darauf hingewiesen, dass die zitierten
Ausschnitte der Interviewtranskripte entsprechend der Ab-
satznummerierung aus ATLAS.ti ausgewiesen werden.

swirtschaft oder Wirtschaftswissenschaften. Die Personen im Master
studieren unter anderem ‘Business Innovation’, ‘Banking and Finance’
oder Deutsche Philosophie mit Wirtschaft. Eine Person beantwortete die
Frage nicht.

77 Es handelt sich dabei um 17 Personen.
78 Es handelt sich dabei um 18 Personen.
79 Es handelt sich dabei um sechs Personen.
80 Bei der quantitativen Analyse wurde teilweise über den ursprünglich

angedachten Summen- und Mittelwertvergleich der Aussagen hinausge-
gangen. Viele Berechnungen basieren auf dem arithmetischen Mittel und
nicht der Summe. Dies einerseits um mit Übersichtlicheren Werten zu
arbeiten: Der numerische Wert des Durchschnitts kann direkt in einen
Zustimmungswert umgerechnet werden. Zudem wurden kaum Korre-
lationen zwischen den Subfragen einer Kategorie festgestellt (die ur-
sprünglich in einer Achse hätten zusammengezählt werden sollen). Zu-
dem wurde ausgewertet, welche Subfragen die stärkste Zustimmung er-
halten hat.

Die Resultate des Fragebogens und der Interviews wur-
den für dieses Kapitel thematisch zusammengefasst. Zuerst
wird das Gesellschaftsbild der Befragten beschrieben. An-
schliessend werden deren Selbstoptimierungspraktiken- und
-motive aufgezeigt. Schliesslich werden die Vorstellungen
eines gelingenden Lebens und die Verbindungen zur Ar-
beit an sich selbst beleuchtet. Abschliessend wird illustriert,
inwiefern die Erzählungen der Studierenden Heldenreisen-
Strukturen aufweisen.

4.1. Gesellschaftsbild und Zugehörigkeit
Das Narrativ einer leistungsorientierten Gesellschaft zieht

sich durch Interviews und Fragebogen. Mehrere Personen81

beschreiben die Schweiz in den Interviews als sogenannte
Leistungsgesellschaft. ”Ich glaube die Schweiz ist eine Leis-
tungsgesellschaft, die sehr stark auf Leistung und Materialis-
tisches fokussiert ist und auch der persönliche Wert darüber
definiert ist, was du machst, was du alles erreicht hast in
deinem Leben und weniger, wer du als Person bist” (Tran-
skript Person 17, Absatz 40). Meritokratisch, zielorientiert,
arbeitswillig, leistungsmessend, ambitioniert und nach Er-
folg strebend sind Worte, die die anderen der 12 Personen
nennen, die den Kode ”Q1 Leistungs-und zielorientiert” im
Interview zugewiesen bekommen haben. Wie Abbildung 2
zeigt, zieht sich das Bild der Leistungsgesellschaft auch im
Fragebogen durch.

Im Fragebogen wurde das Gesellschaftsbild und die Zuge-
hörigkeit zur Gesellschaft über die drei Achsen Leistungser-
warten, Sinn- und Entwicklungsmöglichkeiten erfragt. Die
Befragten stimmen den drei Aussagen zur Leistungser-
wartung im Schnitt leicht bis ganz zu. Der Leistungser-
wartung in der Schweiz wird, zumindest von den Frauen,
stärker zugestimmt als dem Empfinden von Sinn und Tiefe.
Die Entwicklungsmöglichkeiten werden bei Frauen und Män-
nern durchschnittlich weniger stark gesehen als die Leis-
tungserwartung und das Sinnempfinden in der Gesellschaft,
wobei Frauen weniger Entwicklungsmöglichkeiten sehen als
Männer.

Die Antworten auf die separat ausgewerteten Kon-
trollfragen, die nicht in der ‘Ich-Form’ formuliert wur-
den, zeigen, dass die Befragten das gesellschaftliche Glück
weniger optimistisch einschätzen als die eigenen Entwick-
lungsmöglichkeiten, das Empfinden von Sinn und die Leis-
tungserwartung. Obwohl die Formulierungen der Kontroll-
fragen82 dabei eine Rolle gespielt haben könnten, sprechen
auch in den Interviews nur zwei Personen83 davon, dass
Schweizer*innen glücklich sind, beziehungsweise glückliche
Leben führen. Keine Person spricht wiederum davon, dass
Schweizer*innnen unglückliche Leben führen84. Die Be-
fragten stimmen der Aussage, dass in der Schweiz nur rein

81 Die Antworten sind kodiert mit ”Q1 Leistungs-/ zielorientiert”.
82 ”In unserer Gesellschaft ist es für Individuen leicht, gl"ucklich/gesund zu

leben.”
83 Die Antworten sind kodiert mit ”Q1 Glücklich/ gesund”.
84 Zwei der befragten Personen sind jedoch in psychologischer Betreu-

ung oder tendieren dazu, weil sie mit mentalen Gesundheitsproblemen
kämpfen.

https://drive.switch.ch/index.php/s/OzpgkzGHOveSgg9
https://drive.switch.ch/index.php/s/OzpgkzGHOveSgg9
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Table 1: Übersicht 7-stufige Likert Skala Fragebogen (Quelle: eigene Darstellung)

Aussage Zustimmung Aussage Intensität Numerischer Wert
Stimme voll und ganz zu Voll und ganz 7

Stimme zu Ziemlich 6
Stimme leicht zu Leicht 5
Neutrale Haltung Neutrale Haltung 4

Stimme leicht nicht zu Fast nicht 3
Stimme nicht zu Nicht 2

Stimme überhaupt nicht zu Überhaupt gar nicht 1
Ich weiss nicht - 0

Figure 2: Wahrgenommenes Gesellschaftsbild (eigene Darstellung)

wissenschaftlich rationale Meinungen zählen, im Mittel le-
icht nicht zu.

Die Antwortmöglichkeiten85, die die stärkste Zustim-
mung erhalten haben, sowie die Korrelationen innerhalb
der Achsen, verstärken das bisherige Bild: 20-mal wird
einer Aussage zur Leistungserwartung in der Gesellschaft
am deutlichsten86 zugestimmt, während die Wahrnehmung
von Sinn in der Gesellschaft halb so oft und den Entwick-
lungsmöglichkeiten nur ¼ so oft so deutlich zugestimmt
wird. Eine Zustimmung der Leistungserwartung korreliert
zudem negativ mit der Zustimmung aller anderen Variabeln;
dem Sinnempfinden, den Entwicklungsmöglichkeiten sowie
dem generellen Glück und der Gesundheit der Bevölkerung.87

Es sei hier auch erwähnt, dass fast die Hälfte der Befragten
die Schweizer Gesellschaft in den Interviews als heterogen
beschreiben.88

85 Damit sind alle Antwortmöglichkeiten der Frage zum Gesellschaftsbild
gemeint.

86 Oder gleich deutlich. Obwohl 30 Personen den Fragebogen ausgefüllt
haben, sind 35 Antworten am deutlichsten zugestimmt worden, weil den
Antworten gleich stark zugestimmt werden konnte und diese Antworten
ebenfalls enthalten sind. Im R Skript sind die Berechnungen unter ‘top
answers’ zu finden.

87 Vgl. Korrelations-Tabelle Gesellschaftsbild
88 Insgesamt 13 Personen. Die Antworten sind kodiert mit ”Q1 Het-

Die Fragen zum Gesellschaftsbild wurden insbesondere
gestellt, um herauszufinden, inwiefern sich die Befragten
in einer säkularen und/oder postheroischen Gesellschaft
wahrnehmen und damit identifizieren können. Die Schweizer
Gesellschaft wird von keiner befragten Person als heroisch
oder postheroisch bezeichnet.89 Gewisse der genannten At-
tribute lassen sich dennoch in heroisch und postheroisch
einteilen, was nachkommend ausgeführt wird:

Vier Interviewte90 nennen in die Schweizer Gesellschaft
traditionell, wertetreu und konservativ. Konservativ wird
von den Befragten vielfach mit Sicherheit und Risikoaver-
sion in Verbindung gebracht. Die Interviewten beschreiben
den Konservatismus auch im Zusammenhang mit langsamen,
starren (politischen) Prozessen und der Engstirnigkeit der
Schweizer Bevölkerung. Obwohl einzelne Personen91 von
starkem Gerechtigkeitssinn in der Schweiz sprechen, kann

erogen”. Zum Teil zusammenhängend damit oder, weil die Personen
nicht Schweizer*innen sind sowie aus anderen Gründen (wie die eigene
Subjektivität) limitieren diese die Aussagekraft ihrer Antworten. Die
Antworten sind kodiert mit ”Q1 Limitationen”.

89 Dies kann daran liegen, dass die Personen keinen Bezug zu den Begriffen
heroisch und postheroisch haben, worauf in der Diskussion im Kapitel 5.1
erneut eingegangen wird.

90 Die Antworten sind kodiert mit ”Q1 Konservativ/ engstirnig”.
91 Die Antworten sind kodiert mit ”Q1 Verantwortungsbewusstsein/Moral”.

https://drive.switch.ch/index.php/s/U9oyKXgp3UAYeHJ
https://drive.switch.ch/index.php/s/1g3meAFzJ7lRJDf
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von den Antworten der Studierenden nicht auf eine breit ver-
ankerte moralische Ordnung in der Schweiz geschlossen wer-
den, die das Zusammenleben durch gemeinsame Tugenden
und Prinzipien leiten92. Keine Person nennt einen gemein-
samen Glauben, der eine solche Ordnung mit sich bringen
würde.93 Person 6 beschreibt die Schweizer Gesellschaft als
eine, die ”mittlerweile ein bisschen ‘disconnected’ von der
eigenen Geschichte” ist und fühlt sich, obwohl die Person
in der Schweiz aufgewachsen ist, ”manchmal ein bisschen
fremd und glaubt, dass das mit der Gesellschaft zusammen-
hängt” (Transkript, Absatz 38).94

Die demokratischen Strukturen werden von 1/3 der
Befragten in der Frage nach dem Gesellschaftsbild ange-
sprochen. Die Mehrheit der Befragten sieht die direkte
Demokratie mit ihren Partizipationsmöglichkeiten positiv95.
Andere äusserten sich ambivalenter zum demokratischen
System der Schweiz; es könne herausfordernd sein oder in
Populismus ausufern96. Person 23 beschreibt die Schweiz als
”ein komplexes Produkt aus bisschen freierer Politik - eben
direkter Demokratie – und trotzdem relativ strikten Strafen,
falls doch irgendwas passieren sollte” (Transkript, Absatz
48), womit die Person ein weiteres postheroisches Merk-
mal, die geordnete Organisation der Gesellschaft anspricht.
Person 10 bezieht sich auf das staatliche ‘Management’ der
Gesellschaft: ”Und ich bin super super dankbar für das poli-
tische System, das wir hier haben – wie der ganze Staat
aufgebaut ist, die Institutionen wie das alles funktioniert.
Staatlich sind wir schon eher effizient, würde ich sagen”
(Transkript, Absatz 48). Neun Personen sprechen das Funk-
tionieren, die Regeln oder Striktheit der Schweizerischen
Gesellschaft an. Person 23 beschreibt regelrecht, wie Moral
in den Schweizer Strukturen verankert ist:

”Ich würde sagen, dass die Schweizer Gesellschaft
sehr funktionell ist. Durch viele Regeln und
das Eingreifen vom Staat ist es möglich, dass
eine Gesellschaft aufgewachsen ist, die ver-
antwortlich führt. Aber eben nicht nur durch
Regeln, sondern durch Erziehung würde ich
sagen, dass Kinder in Familien gross wach-
sen, die Verantwortlichkeit führen, füreinander
gegeneinander, und dass es viele Normen gibt,

92 Lediglich positive Eigenschaften wie Zuverlässigkeit, Pünktlichkeit,
Höflichkeit und Pflichtbewusstsein werden von 8 Personen beschrieben.
Die Antworten sind kodiert mit ”Q1 Zuverlässig”.

93 Aufgrund dessen kann von einem säkularen Gesellschaftsbild ausgegan-
gen werden.

94 Eine weitere Person (Person 19) nimmt die Schweizer*innen als ”sehr
auf sich bedacht, sehr individualistisch” wahr. Die Antwort ist kodiert
mit ”Q1 Individualisierend/ disconnected”. Obwohl die Schweiz von drei
Personen als kulturell offen bezeichnet wird, überwiegen die Personen,
die die Schweizer*innen als zurückhaltend und distanziert wahrnehmen.
Die Antworten sind kodiert mit ”Q1 Kulturell offen & vernetzt” sowie ”Q1
Zurückhaltend/ distanziert”.

95 Die Personen sprachen beispielweise von guten Kompromissen. Die
Antworten sind kodiert mit ”Q1 Demokratisch”.

96 Die Antworten sind kodiert mit ”Q1 Demokratisch”. Person 1 spricht von
sozialer Ungleichheit im politischen System: Die die bereits Macht oder
ein gutes Netzwerk haben, versuchen dies zu erhalten.

die weit partizipiert sind, und darum finde ich ist
es eine sehr gut funktionierenden Gesellschaft”
(Transkript, Absatz 48).

Person 14 spricht von einer Rationalität ”was den Schweiz-
ern sehr wichtig ist generell, ist, dass es stimmt, dass es ir-
gendwie ‘logisch von dir ist’ (Transkript, Absatz 38), dass
es irgendwo ein Rational gibt für Sachen. Wir brauchen ir-
gendwie strukturiertes Denken, damit wir die Sachen verste-
hen, wir haben vielleicht ein weniger emotionales Verständ-
nis.” Zwei weitere Personen97 beschreiben die Schweizer
Gesellschaft als vernünftig. Wie oben beschrieben, geht aus
dem Fragebogen hervor, dass nicht nur wissenschaftlich ra-
tionale Meinungen in der Schweiz Geltung haben.

Neun Personen98 sprechen von der Bedeutung von Kon-
sum, Konkurrenz, Wachstum und Erfolg in der Schweiz. Dass
die kapitalistische Tauschlogik auch auf die eigene Person be-
zogen wird, wird beispielsweise in folgendem Zitat von Per-
son 18 deutlich: ”Irgendwie habe ich schon das Gefühl, dass
wir diese Einstellung haben, dass alles besser sein muss und
man überall noch mehr (machen) und dass man sich wenig
zufrieden gibt. Dass man nicht sagt, so jetzt habe ich genug,
sondern, dass es immer weiter gehen muss” (Transkript, Ab-
satz 48).

Adaptivität und Innovation werden in der breiten Frage
zum Gesellschaftsbild von wenigen Studierenden99 direkt
angesprochen. Auf die Folgefrage antwortet eine Mehrheit
der Studierenden, dass sie gesellschaftliche Erwartungen
wahrnehmen, ein Leben lang an sich zu arbeiten. Folgende
Antwort100 deutet auf einen schnellen sozialen Wandel bis
Anpassungsdruck hin:

”Ja, ich glaube es wird immer stärker. Ich meine
auch, wenn wir wenn den generellen Wachstum-
szwang anschauen von Unternehmen egal ob
klein, oder so Startups, die vielleicht so schnell
wie nur möglich schwarze Zahlen schreiben
müssen oder grosse Firmen, die immer noch
weiter wachsen müssen, obwohl sie eigentlich
ihren Mehrwert schon erfüllen (ohne Wachs-
tum), also von dem her ich glaube man versucht
generell die Grenzen auszuloten und dadurch
würde ich schon sagen, dass es erwartet wird,
dass man immer an sich arbeiten muss, dass
man nicht stehen bleiben soll – vor allem in der
Schweiz, weil es wirklich immer schneller wird”
(Transkript, Person 1, Absatz 43).

In der Interviewfrage zum eigenen Platz101 antworten
1/3 der Personen, dass sie sich als Treiber von Innovation

97 Die Antworten sind kodiert mit ”Q1 Pragmatisch/ rational”.
98 Die Antworten sind kodiert mit ”Q1 Kapitalistisch/ kompetitiv”.
99 4 Personen sprechen von Innovation, Forschung und dem guten Bil-

dungssystem der Schweiz. Die Antworten sind kodiert mit ”Q1 Adaptiv/
innovativ”.

100Person 4 drückt sich im Absatz 44 des Interviewtranskripts ähnlich aus.
101Für die Beantwortung dieser Forschungsfrage weniger relevant oder häu-

fig verwendete Kodes waren die Kodes ”Q1: Entfaltungsmöglichkeiten”,
”Q1: Dankbar (eigene Person)” sowie ”Q1: kein Teil davon”.
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und/oder Verantwortung sehen102. Innovation scheint unter
anderem für Person 16 eng mit der Identität verknüpft zu
sein ”bin ich schon so der ‘challenger’. Ich glaube ich rüttle
gerne das Gewohnte auf mit Themen, die mir wichtig sind –
also ein bisschen aktivistisch” (Transkript, Absatz 39). 2/3
der befragten Personen fühlt sich der Schweizer Gesellschaft
zugehörig. Dieses Gefühl der Zugehörigkeit geht entweder
auf gemeinsame kulturelle Aspekte oder das direkte private
Umfeld zurück. Von gewissen Personen wird Zugehörigkeit
funktional definiert; wie folgende Aussagen zeigen: ”Ja, also
ich fühle mich sehr wohl. Ich fühle mich nicht irgendwie
abgehängt von der Gesellschaft. Ich bin ein sehr gut funk-
tionierendes Teil dieser Gesellschaft. Ich habe Ambitionen
und alles, was man so dafür braucht” (Transkript, Person
15, Absatz 40). Oder wie Person 13 es ausdrückt: ”ein ver-
lässlicher Teil des Netzwerks” zu sein (Transkript, Absatz 40).
Person 17 spricht mehr von einer Anpassung an das System
und davon sich gut angepasst zu haben (Transkript, Absatz
44).

Zehn Personen fühlen sich privilegiert in der Schweiz,
ihrer Familie aufgewachsen zu sein oder in der Schweiz
studieren zu dürfen. Ein kleinerer Teil der Befragten fühlt
sich unsicher hinsichtlich ihres Platzes in der Gesellschaft103.
Person 6 verwendet für dieses Gefühl folgende Metapher:
”Ich brauche dieses Bild von einem Bahnhof gern, wo alle
wissen, in welchem Zug sie steigen müssen und der Zug
fährt sie einfach dort hin, sie müssen nur einsteigen und
sitzen bleiben. Und ich habe einfach keinen Zug, so fühlt
sich das ein bisschen an” (Transkript, Absatz 48).

Bei der Überleitung vom Gesellschaftsbild zu Selbstopti-
mierungspraktiken der Interviewten wurden diese gefragt,
ob sie eine gesellschaftliche Erwartung wahrnehmen, ein
Leben lang an sich arbeiten zu müssen, sowie in der Fol-
gefrage, ob sie dies von sich selbst erwarten. Bei den
gesellschaftlichen Erwartungen gehen die Meinungen der
Studierenden auseinander. Acht Personen sprechen sich klar
für104, vier zögerlich für eine solche Erwartungshaltung aus,
wobei nicht alle diese Erwartung als positiv beschreiben.
Drei Personen vertreten eine klare und zwei eine zögerliche
Gegenposition, dass keine solche Erwartungshaltung ex-
istiert. Die restlichen Befragten bekamen den Kode ”kommt
darauf an” zugeordnet, da sie die gesellschaftliche Er-
wartungshaltung des an sich Arbeitens von Faktoren wie
den Entwicklungsmöglichkeiten, dem Umfeld der Personen
sowie den Individuen selbst abhängig machen. Einige der
Befragten sprachen in der Antwort auf diese Frage einen
Unterschied zwischen dem universitären und dem gesamt-
gesellschaftlichen Umfeld an.105

In den Antworten zu den gesellschaftlichen Erwartungen

102Die Antworten sind kodiert mit ”Q1: Treiber von Innovation / Verantwor-
tung (eigene Person)”.

103Die Antworten sind kodiert mit ”Q1: Unsicherheit / Suchen (eigene Per-
son)”.

104Die Antworten sind kodiert mit ”Q2 Klares ja” sowie ”Q2 Zögerliches ja”,
”Q2 Klares nein” und ”Q2 Zögerliches nein”.

105Den auf die Universität bezogenen Antworten wurde im Anhang C ein
Kapitel gewidmet, da diese die aktuelle Lebenswelt der Studierenden

konnten zwei Trends ausgemacht werden, die wiederum das
bisherige Gesellschaftsbild verstärken: Ein Drittel der Be-
fragten106 spricht von einer Notwendigkeit, ein Leben lang
zu lernen, um mit dem Wandel der Zeit mithalten zu können
und das Funktionieren der Gesellschaft zu garantieren. Per-
son 25 stellt fest ”dass in der Schweiz so dieses Streben nach
Wissen und Streben nach materiellem Erfolg und Status sehr
stark verankert ist und man davon ausgeht, dass um ja (du
hast vorhin ‘Flow‘ gesagt) in diesem ‘Flow‘ zu bleiben, dieses
lebenslange Lernen vorausgesetzt wird” (Transkript, Absatz
50). Die Zustimmung von Person 26 ”weil sonst das System
nicht funktionieren würde. [. . . ] Ein Leben langes nicht, aber
einfach bis man pensioniert ist. Ohne diese Leistung wäre
es sehr schwierig, dass irgendetwas funktionieren würde”
(Transkript, Absatz 46), illustriert, dass in ähnlicher, funk-
tioneller Form auch vom beruflichen Arbeiten gesprochen
wird107.

Im Gegensatz zur Einschätzung der gesellschaftlichen Ar-
beitserwartung fielen die Antworten auf die Frage nach den
persönlichen Erwartungen weniger divers aus: 23 Personen
erwarten klar von sich, dass sie an sich arbeiten. Drei Per-
sonen arbeiten je nach Definition des ‘an sich Arbeitens‘ an
sich, während eine Person klar nicht an sich arbeitet und drei
zögerlich nicht.108

Abschliessend lässt sich sagen, dass sich durch die zahlre-
iche Nennung postheroischer Merkmale wie Adaptivität und
Innovation, Konsum, Konkurrenz, Rationalität, Organisa-
tion, Demokratie und das Fehlen eines gemeinsamen Werte-
horizont auf ein postheroisches Gesellschaftsbild mit hohen
Leistungserwartungen schliessen lässt. Zudem erwarten die
allermeisten Befragten von sich, an sich zu arbeiten. Das
nächste Kapitel gibt Auskunft darüber in welchen Bereichen
die befragten Studierenden mit welchen Methoden an sich
arbeiten.

4.2. Selbstoptimierungspraktiken
Im Fragebogen, in welchem das an sich Arbeiten definiert

wurde, gaben die Befragten in fünf vordefinierten Bereichen
an, wie intensiv sie109 an sich arbeiten.

Die Abbildung 3 zeigt die durchschnittliche Intensität, mit
welchen die Befragten den aufgeführten Tätigkeitsbeispie-
len110 in jedem Bereich nachgehen. Mit einem Blick auf die
y-Achse zeigt sich ein zurückhaltendes Bild: Es wird in allen

prägt, aber für die Beantwortung der Forschungsfrage nicht relevant
genug erscheint, um im Hauptteil der Arbeit beleuchtet zu werden.

106Die Antworten sind kodiert als ”Q2/Q3 Leben langes Lernen”.
107Insgesamt sprechen 8 Personen besonders vom beruflichen Arbeiten. Die

Antworten sind kodiert unter ”Q2 Ja, besonders beruflich”.
108Es sei hier darauf aufmerksam gemacht, dass sich in den Antworten der

Studierenden teils Unterschiede in den Verständnissen vom an sich Ar-
beiten abzeichnen, auf welche im nächsten Kapitel eingegangen wird.

109Die Befragten wählten auf einer 7-stufigen Likert-Skala aus, wie intensiv
sie diverse Tätigkeiten im jeweiligen Bereich ausführen.

110Pro Bereich wurden zwischen sechs bis neun Tätigkeitsbeispiele aufge-
führt, was die Resultate in die eine oder andere Richtung beeinflusst
haben könnte. Die Studierenden hatten in jedem Bereich die Möglichkeit,
eigene Tätigkeiten und die jeweilige Durchführungsintensität als Kom-
mentar hinzuzufügen.
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Figure 3: Durchschnittliche Intensität der Arbeit an sich selbst in verschiedenen Bereichen (eigene Darstellung)

Bereichen durchschnittlich zwischen fast nicht intensiv111 bis
leicht intensiv112 an sich gearbeitet. Frauen arbeiten in allen
Bereichen ausser der Gesundheit im Mittel intensiver an sich,
wobei der Unterschied in den sozialen Beziehungen und dem
Glück am grössten, aber nicht bedeutend gross ausfällt.

Entsprechend dem Fragebogen werden folgende Tätig-
keiten von den Befragten in den jeweiligen Bereichen am in-
tensivsten ausgeführt113: Modebewusst kleiden, stylen sowie
gezielte Sportübungen (im Mittel leicht intensiv) im Bereich
Aussehen114. Lernen, sich Wissen aneignen sowie gezielte
sportliche Aktivität (im Mittel intensiv sowie leicht intensiv)
für die geistige Leistungsfähigkeit115. Gesunde Ernährung
sowie sportliche Aktivität (im Mittel etwas mehr als leicht in-
tensiv) für die Gesundheit116. Für die Arbeit an den eigenen
sozialen Fähigkeiten und sozialen Beziehungen117 werden
am intensivsten Meditieren und andere Achtsamkeitsübun-
gen sowie Übungen zur Empathiefähigkeit durchgeführt (im

111Übereinstimmend mit Wert 3.
112Übereinstimmend mit Wert 5. Während Wert 4 die neutrale Haltung ab-

bildet.
113Um ein umfänglicheres Bild der Selbstoptimierungspraktiken zu erhal-

ten, sind in den Fussnoten zudem relevante Tätigkeiten notiert, die die
Befragten in Form von Kommentaren hinzugefügt haben. Relevant be-
deutet in diesem Zusammenhang, dass im Fragebogen keine vergleich-
bare vorstandardisierte Tätigkeit enthalten war.

114Die Befragten nannten keine weiteren relevanten Praktiken im Bereich
des Aussehens in der im Fragebogen dafür vorgesehenen Kategorie.

115Reflektieren und sich mit anderen Austauschen wurden je einmal als an-
dere Praktiken genannt.

116Die Befragten führten hinsichtlich der Gesundheit bereits genannte
Beispiele in der Funktion ‘Andere’ in eigenen Worten wie Psychothera-
pie, genügend, regelmässig und ausgewogen Essen aus. Neben der ein-
maligen Nennung von ‘Biohacks’ wurden keine relevanten Tätigkeiten
genannt.

117Der Arbeit an sich selbst in sozialen Beziehungen und hinsichtlich sozialer
Fähigkeiten fügten die Befragten Selbstsicherheit, eine optimistischere
Lebenseinstellung erhalten als Selbstoptimierungstätigkeit hinzu und
nannten wiederholt die Arbeit an der Kommunikationsfähigkeit sowie
regelmässiges Kommunizieren.

Mittel zwischen neutral und leicht intensiv). Im Bereich
Glück118 wird am intensivsten Sport betrieben sowie eine
Work-Life Balance hergestellt (im Mittel etwas über leicht
intensiv).

Mit Blick auf die starken Erwartungshaltungen der
Interviewten an sich selbst zu arbeiten, ist es plausibel
anzunehmen, dass die Tätigkeitsbeispiele des Fragebogens
nicht vollständig auf die Personen passen.119 Mit den
Antworten aus den Interviews wird ein holistischeres Bild
der Selbstoptimierungstätigkeiten möglich, welches im Fol-
genden dargestellt wird:

Auf die Frage, in welchen Bereichen und wie die Be-
fragten an sich arbeiten, antwortet Person 23: ”Ich würde
das in persönliche und professionelle Entwicklung splitten”
(Transkript, Absatz 68). Sechs weitere Personen120 trennen
die Arbeit an sich selbst in einen privaten und einen beru-
flichen Strang. Je 19 Personen sprechen in den Interviews
vom an sich Arbeiten im professionellen sowie akademischen
Bereich121. Während gewisse Personen wie Person 8 die Bere-
iche verbinden: das ist auch ein relevantes extra curriculares
Engagement, das ich aktiv betreibe, um einerseits selbst mehr

118Im Bereich Glück äussert sich eine Person kritisch ”an meinem Glück
arbeiten?” im offenen Tätigkeitsfeld. Andere fügten die Änderung der
Lebenseinstellung, Zeit mit nahen Personen verbringen, Anwendung des
Stoizismus auf das eigene Leben sowie die Priorisierung von freudigen
Tätigkeiten (über solche, die weniger Spass machen).

119Möglicherweise war der Aufwand, im Fragebogen zusätzliche Tätigkeiten
hinzuzufügen für die Studierenden zu hoch. Aus den Rückmeldungen
des offenen Tätigkeitsfeldes ‘Andere’ konnten basierend auf maximal fünf
Rückmeldungen pro Bereich keine Trends erkannt werden. Entsprechend
wurden den erkennbaren Mustern in den Interviews besondere Beach-
tung geschenkt.

120Die Antworten sind kodiert mit ”Aufteilung Privat vs. Professionell”.
121Die Antworten sind jeweils kodiert mit ”Q4 Bereich Akademisch” und ”Q4

Bereich Beruflich”. Einige Befragten verbinden die Bereiche mit Aussagen
wie ”akademisch/beruflich, hinsichtlich der Bildung/Karriere oder pro-
fessionell/akademisch”, andere trennen die Bereiche. Bei 10 Personen
sind beide Kodes vorhanden.
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dazuzulernen und andererseits quasi den ‘potential employ-
ers’ zu zeigen: ”Okay, ich mach das, ich mach das, ich bin en-
gagiert. Dann will man natürlich gute Noten schreiben, was
auch ein ‘signaling effect’ ist, für den Beruf” (Transkript, Ab-
satz 88), sehen andere Personen wie die Person 1 (Transkript,
Absatz 51) die Ausbildung als etwas, durch das die Person
‘durch muss’ um den von ihr gewünschten Beruf ausüben zu
können. Es lässt sich feststellen, dass das an sich Arbeiten im
beruflichen Bereich der Studierenden stark auf das Erlernen
von diversen Fähigkeiten und Suchen nach Erfahrung aus-
gelegt ist. Person 6 beginnt ihre Antwort beispielsweise wie
folgt: ”Also ich glaube so, was am offensichtlichsten ist, ist
alles, was Karriere anbelangt, sich da irgendwie ja wirklich zu
einem ‘asset’ zu machen, sozusagen. Dass man nicht einfach
nur ein Diplom in der Hand hat, sondern wirklich Erfahrung
mitbringt, coole ‘insights’ hat zu Speziellem was auch immer”
(Transkript, Absatz 62).

Übereinstimmend mit dem beliebtesten Bereich des an
sich Arbeitens wurde im Interview die Methode sich Wissen
und Fähigkeiten aneignen am häufigsten genannt. Beispiele
sind jede Woche ein neues Kodierprojekt durchzuführen
(Transkript, Person 23, Absatz 68) oder sich beim Lesen
von Büchern Notizen zu machen ”um möglichst viel her-
auszunehmen” (Transkript, Person 20, Absatz 63). Nur in
einem Drittel der Fälle wurde sich Wissen und Fähigkeiten
aneignen direkt mit dem akademischen Bereich in Verbindung
gebracht122.

In den Interviews wurde deutlich häufiger von der Ar-
beit an der eigenen Person und/oder dem eigenen Glück123

gesprochen als der Arbeit im Bereich Gesundheit124. Der
Kode ”Q4 Bereich eigene Person / Glück” fand bei Heldenrei-
sen-ähnlichen ‘Arbeiten’ wie dem Kampf gegen die inneren
Ängste und Dämonen wie beispielsweise tiefem Selbstwert-
gefühl und Selbstzweifel Anwendung. Mehrfach wurde die
Arbeit am eigenen Glück und/oder der eigenen Person mit
der Methode Selbstreflexion genannt.

Selbstreflexion125 sowie die Reflexion zusammen mit
anderen Personen wurde insgesamt von 14 Personen als
Methode des an sich Arbeitens genannt. Wie Person 12 das
beschreibt, reflektieren die Befragten in verschiedenen As-
pekten des Lebens ”Ich mach mir eigentlich über sehr viele
Aspekte meines Lebens und meiner zwischenmenschlichen
Kontakte, die ich habe, sehr viel Gedanken, zum Beispiel

122Dies wurde durch die ATLAS.ti interne Kookkurrenz-Analyse von Kodes
in Erfahrung gebracht. Zwei Kodes sind kookurrent, wenn sich die Zitate
zu den Kodes überschneiden oder identisch sind.

123Genau die Hälfte der Personen spricht von der Arbeit an der eigenen Per-
son und dem eigenen Glück. Die Antworten sind kodiert mit ”Q4 Bereich
Glück / eigene Person”.

124Fünf Personen sprechen von der Arbeit an sich selbst im Bereich Gesund-
heit. Die Antworten sind kodiert mit ”Q4 Bereich Gesundheit”. Dass im
Fragebogen die Arbeit an der eigenen Gesundheit im Vergleich zum Inter-
view relativ hoch gewertet wurde, kann daran liegen, dass die im Bereich
Gesundheit genannten Aktivitäten wie gesunde Ernährung und Sport im
Interview separat als Methode und Sport separat als Bereich kodiert wur-
den. Diese wurden von fünf bis acht Personen genannt.

125Die Antworten sind kodiert mit ”Q4 Methode Selbstreflexion (sowie mit
Anderen)”.

habe ich was Falsches gemacht, wie kann ich das ändern,
wie habe ich jetzt irgendwie etwas überschritten, ‘ne Grenze
oder so, und ich muss schon sagen ich, ich geb’ mir Mühe,
auch wenn’s nicht immer funktioniert” (Transkript, Absatz
52). Inhaltliche Parallelen der Selbstreflexion bestanden
insbesondere hinsichtlich des Umgangs mit Mitmenschen
sowie der Verwendung des Tagebuchs oder den Austausch
mit anderen Personen als Hilfsmittel für die Selbstreflexion.
”Und im persönlichen Bereich versuche ich oft zu hinterfra-
gen, welche Dinge ich falsch mache, wenn ich mit anderen
Leuten umgehe und versuche, die besser zu machen und da
spreche ich auch manchmal mit Leuten, die mir wichtig sind,
drüber und versuche daran zu arbeiten” (Transkript, Person
23, Absatz 68). Fünf Personen126 nennen auf selbstreflex-
ive Weise auch, dass sie gerne mehr oder weniger an sich
arbeiten möchten.

Fünf Personen127 nennen sich kennenlernen als Meth-
ode um an sich zu arbeiten. Unter sich kennenlernen wird
unter anderem herauszufinden, was einen glücklich macht,
das eigene Verhalten zu verstehen und die eigenen Stärken
zu kennen, verstanden.

In Übereinstimmung mit dem vielfach genannten sozialen
Bereich, nennen acht Personen128 Austausch, Beziehungspfle-
ge und die Verbesserung der eigenen sozialen Fähigkeiten als
Methode für die Arbeit an sich selbst. ”Familie und Freunde
ist halt das bewusste Zeit nehmen und die Beziehungen pfle-
gen” (Transkript, Person 10, Absatz 59). Der soziale Bereich
wurde nach dem akademischen und beruflichen Bereich am
häufigsten129 in den Interviews angesprochen. Empathisch
sein, die eigenen Emotionen kontrollieren und so möglichst
konfliktfrei und harmonisch zu leben scheint den Studieren-
den in dem Bereich ein Anliegen zu sein. Auch das Aufbauen
eines guten Netzwerkes wird von zwei Personen130 als Arbeit
im beruflichen Bereich gesehen.

Übereinstimmend mit der geringen Intensität der Arbeit
an sich selbst im Bereich Aussehen im Fragebogen, wurde
das Aussehen in den Interviews gar nicht genannt und sogar
explizit von Sport und Gesundheit abgetrennt. Wenige Be-
fragte131 antworten, dass sie vollumfänglich an sich arbeiten,
wenn auch die meisten Interviewten mehreren Bereiche nen-
nen, in denen sie an sich arbeiten.132

Zusammenfassend kann gesagt werden, dass die Re-
sultate des Fragebogens zwar leicht in der angegebenen

126Die Antworten sind kodiert mit ”Vergangenheit”.
127Die Antworten sind kodiert mit ”Q4 Methode sich selbst kennenlernen”.
128Die Antworten sind kodiert mit ”Q4 Methode Austausch,

Beziehungspflege, soziale Fähigkeiten”.
129Es handelt sich dabei um 16 Personen. Die Antworten sind kodiert mit

”Q4 Bereich Soziales”.
130Die Antworten sind kodiert mit ”Q4 Netzwerk”.
131Die Antworten sind kodiert mit ”Q4 Vollumfänglich”.
132Basierend auf den Antworten des Fragebogens wurde untersucht, wie un-

terschiedlich intensiv die Befragten über alle Bereiche an sich arbeiten:
Durchschnittlich arbeitet die Person, die über alle Bereiche am inten-
sivsten an sich arbeitet zirka doppelt so intensiv an sich; wie die Person,
die am wenigsten intensiv an sich arbeitet. Dies wird unter anderem in
Abbildung 7 im Kapitel 4.5 illustriert.
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Intensität133, nicht aber in den genannten Bereichen und
Methoden von jenen der Interviews abweichen. Die Be-
fragten arbeiten hinsichtlich des Berufslebens, dem aktuellen
akademischem Leben sowie im sozialen Bereich und jenem
der eigenen Person an sich. Beliebte Methoden für die Ar-
beit an sich selbst stellen Wissensaneignung, Selbstreflexion
und Beziehungspflege dar. Sich selbst kennenzulernen wird
weniger häufig als Methode zur Arbeit an sich selbst genannt.

An dieser Stelle scheint es wichtig, die Diversität der Ver-
ständnisse des ‘an sich Arbeitens’ aufzuzeigen. Die meisten
Personen beschreiben an sich arbeiten als aktiven Prozess.
Einige sprechen in ihren Antworten von dazu lernen, ein
Leben lang zu lernen oder sich weiterzuentwickeln, ohne
die Begriffe weiter auszuführen.134 Vielfach werden die
Begriffe auf das Kennenlernen diverser Perspektiven im
beruflichen oder akademischen Bereich bezogen. Person 26
beschreibt sich weiterentwickeln als automatischen ”natür-
lichen Prozess”, in dem sich jede Person weiterentwickelt,
egal ob das erwartet wird oder nicht (Transkript, Absatz
50), während andere Personen Weiterentwickeln stark an
systematische Selbstreflexion anlehnen oder das Weiteren-
twickeln darauf basieren. Bei wenigen Personen wird sich
weiterentwickeln sogar mit sich kennenlernen, den eigenen
Platz finden in Verbindung gebracht, wie Person 1 in folgen-
dem Zitat beschreibt ”wie navigier ich durch dieses System,
Priorisierungen kennen, auch eigene Stärken (in dem Feld)”
(Transkript, Absatz 51). Obschon das an sich Arbeiten, an-
hand der Reaktionen der Befragten, kaum Bestandteil des
alltäglichen Vokabulars ist, gab es keine Anzeichen dafür,
dass der Begriff nicht wie intendiert verstanden wurde.135

Manche Personen brachten den Begriff an sich Arbeiten
in ihren Antworten direkt mit Selbstverbesserung oder Op-
timierung in Verbindung. Person 27 sieht in der Selb-
stverbesserung ‘intrinsischen Wert’ und sieht sie als Verpflich-
tung an: ”Manche glauben an Gott, manche an die Evolution,
aber alleine, dass wir hier sind, ist so absurd und jetzt sind
wir in der Situation und jetzt müssen wir das Beste da-
raus machen und unsere Potenziale erreichen. Ich glaube,
uns wurde damit eine ‘Verpflichtung’ mitgegeben (in An-
führungszeichen)” (Transkript, Absatz 85). Während Person
28 ”ein gewisses Aggressionsverhältnis” hinsichtlich Selb-
stoptimierung sieht: ”Wenn beispielsweise im Gym immer
mehr gedrückt werden, immer mehr verdient werden oder
irgendeine andere Zahl vergrössert werden muss. Die Person
ordnet danach ein, dass das nicht immer positiv sein muss,
aber der Habitus wohl schon zu wachsen ist” (Transkript,

133Eine weitere plausible Erklärung für den Unterschied in der Intensität
wäre, dass im Fragebogen das an sich Arbeiten definiert wurde, während
im Interview lediglich die individuellen Verständnisse der Studierenden
galten.

134Die Antworten sind mit ”Weiterentwicklung” sowie ”Q2/Q3 Leben langes
lernen” kodiert.

135In den Pretests wurde ausdrücklich gefragt, ob der Begriff im Inter-
viewkontext als Selbstoptimierung verstanden wird. Im Fragebogen
wurde zusätzlich eine Definition des Begriffs eingeblendet, worauf die Be-
fragten mit einer Lesebestätigung reagieren mussten, bevor sie mit dem
Fragebogen weiterfahren durften.

Absatz 49). Person 6 formuliert vielmehr einen ”Druck an
der Uni und das Konstante ‘sich vergleichen’. Es fühlt sich
an als würde ich mich die ganze Zeit optimieren wollen. Ich
glaube, da muss ich eher ein bisschen herunterschrauben
und vielleicht ist an mir arbeiten dann halt einfach etwas
anderes: zum Beispiel lernen im Moment zu sein” (Tran-
skript, Absatz 62). Mehrere Personen erklären, dass sich
beim an sich Arbeiten der eigene Fokus verschiebt, oder
sie sogar davon wegkommen wollen.136 Zusammenfassend
geht aus den Interviews hervor, dass fast alle Personen sich
aktiv weiterentwickeln wollen und dass dies wie beispiel-
sweise von Person 27 positiv bewertet wird: ”Ich erwarte
von meinem Umfeld, ob’s Freunde oder Familie sind, dass sie
sich ständig weiterentwickeln, und ich glaube, das gleiche
wird auch von mir erwartet. Aber das ist für mich eine sehr
gute Sache” (Transkript, Absatz 55). Das nächste Kapitel
widmet sich ausschliesslich den für die Selbstoptimierung
genannten Gründen.

4.3. Motivation zur Selbstoptimierung
Die Abbildung 4 illustriert, dass über alle Bereiche die

beliebtesten Gründe zur Selbstoptimierung das persönliche
Glück, das kurzfristige Wohlbefinden, die Erreichung des
eigenen Lebensziels sowie sich selbst kennenzulernen sind.
Durch die Arbeit an sich selbst Sinn zu erfahren ist ein
weiterer Grund, der im Mittel von den Befragten Zustim-
mung erhielt. Das persönliche Glück erhielt doppelt so oft
die stärkste Zustimmung der Befragten wie das kurzfristige
Wohlbefinden. Am dritt häufigsten137 wurde dem Grund sich
selbst kennenlernen am stärksten zugestimmt. Allen anderen
im Fragebogen angegebenen Gründen, wie beispielsweise
dem Vergleich mit anderen, Gruppendruck, familiäre oder
gesellschaftliche Erwartungen, spirituelle Gründe, wurde
im Schnitt leicht nicht bis nicht zugestimmt. Gemäss dem
begrenzten Rahmen dieser Arbeit wurden hier bewusst die
Gründe über alle Bereiche zusammengefasst.138

Die in den Interviews am häufigsten genannte Motiva-
tion für die Arbeit an sich selbst war die soziale Anerken-
nung und Akzeptanz - das Dazugehören139. 17 Personen
äusserten diese Motivation in unterschiedlichen Formen:
Person 3 spricht von einer ”Angst, nicht mehr gebraucht zu
werden in einer Gesellschaft” (Transkript, Absatz 63) und
diesem ”gesellschaftlichen Druck nicht allein zu sein und
nicht zurückgelassen zu werden” (Transkript, Absatz 67).

136Die Antworten sind kodiert mit ”Vergangenheit”.
137Sechsmal.
138Dies ist unter anderem möglich gewesen, weil die beliebtesten Gründe

- obschon teilweise in unterschiedlicher Reihenfolge - über die Bereiche
konstant waren. Zudem wurde in Bereichen, in denen im Mittel inten-
siver gearbeitet wird, den Gründen im Mittel stärker zugestimmt. Im
Anhang sind die Gründe pro Bereich beschrieben.

139Hier sei zu betonen, dass in den Interviews mit der ersten Frage explizit
nach der inneren Motivation gefragt wurde. Im Anschluss wurde gefragt,
ob es weitere Faktoren gibt, die es erstrebenswert machen an sich zu ar-
beiten (was einer äusseren Motivation gleichkommt). Die entsprechen-
den Antworten auf beide Fragen wurden zusammen als ”Q5 Anerkennung
/ dazugehören / Akzeptanz)” kodiert.
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Figure 4: Durchschnittliche Zustimmung Selbstoptimierungsmotive (eigene Darstellung)

Auch Person 17 hat Respekt vor der ”Bewertung der An-
deren” (Transkript, Absatz 73). Die Antworten harmonieren
mit der oben beschriebenen gesellschaftlichen Erwartung,
etwas aus dem eigenen Leben machen zu müssen. Aus den
Antworten geht hervor, dass die Studierenden eine solche
Erwartungshaltung auch aus dem engeren Umfeld erfahren.
Person 10 nennt als Motivation an sich zu arbeiten ”Perso-
nen in meinem Umfeld. Ich nehme an, wenn ich an mir
selber arbeite, werde ich selber oder wirke ich angenehmer
auf andere. Konversationen und der Umgang wird besser”
(Transkript, Absatz 67). Person 22 drückt den Wunsch nach
Akzeptanz und Anerkennung folgendermassen aus: ”Ich
glaube auf jeden Fall das äussere Umfeld; dass Leute stolz
auf mich sind (Eltern, Verwandte oder Geschwister). Ja und
auch ein bisschen das dazugehören, wenn halt alle an sich
arbeiten und alle erfolgreich sind, dann will man das ja ir-
gendwie auch (machen) – da will ich ja nicht nur faul auf
dem Sofa rumliegen” (Transkript, Absatz 62). Person 24
spricht hingegen von ”Chancen” (Transkript, Absatz 57), die
ohne die Arbeit an sich selbst nicht möglich wären.

Personen 21 und 23 zeigen mit ihren Aussagen auf, dass
die Anerkennung und Akzeptanz auch nach innen gerichtet
sein kann: ”Ich glaube ich kann mich mehr respektieren,
wenn ich gewisse Dinge kann oder weiss” (Transkript, Per-
son 21, Absatz 67) sowie ”Anspruch an mich selbst. Ich
würde sagen, ich bin eher von mir selbst motiviert und froh,
dass ich da keinen externen Druck brauche” (Transkript, Per-
son 23, Absatz 81). Glückliche Beziehungen wurden von
zwölf Personen140 als Motivation genannt an sich selbst zu
arbeiten. Person 2 spricht davon, ein ”nachhaltiges Umfeld
aufzubauen” (Transkript, Absatz 67), während Person 6 mo-
tiviert ist Bekanntschaften zu machen, welche sie sich vor

140Die Antworten sind kodiert mit ”Q5 Glückliche Beziehungen”.

einem Jahr noch nicht getraut hätte zu machen (Transkript,
Absatz 71). Andere Interviewte sind motiviert, die jetzigen
Beziehungen zu pflegen: ”Und ich kann soziale Beziehungen
besser pflegen, weil ich mich verhalte, wie ich das Gefühl
habe, es wird erwartet”. Glückliche Beziehungen werden
von Person 15141 mit möglichst konfliktfreien Beziehungen
gleichgesetzt: ”Und ich glaube, wenn man sich mit den
Leuten versteht, dass mir das das Leben einfacher macht.
Weil es weniger Konflikte gibt und deswegen versuche ich
emotionale Intelligenz zu verbessern/ zu steigern, die Leute
besser zu verstehen im Umfeld, weil das mein Leben leichter
macht und weniger Konflikte gibt” (Transkript, Absatz 54).

Übereinstimmend mit den Resultaten des Fragebogens
nennt mehr als ein Drittel der Befragten142 im Interview
ein Glückliches Leben als Motivation, an sich selbst zu ar-
beiten. Person 2 spricht davon, ”irgendwie für mein Glück
selber zu sorgen versuchen” (Transkript, Absatz 67) und Per-
son 5 ”und das andere ist sicherlich eine sehr universelle
Idee; das Streben nach Glück. Ich fühl mich wirklich gut,
wenn ich Dinge besser mache und wenn ich auch zum Glück
von anderen und auch von mir beitragen kann, in dem ich
Sachen besser mache oder Probleme löse oder neue Hor-
izonte eröffne” (Transkript, Absatz 57). Hier sei darauf
aufmerksam gemacht, dass die Befragten verschiedene Ver-
ständnisse von einem glücklichen Leben haben, auf welche
später im Detail eingegangen wird.143

141Person 23 drückt sich fast identisch aus.
142Insgesamt 11 Personen. Die Antworten sind kodiert mit ”Q5 Glückliches

Leben”.
143Hier sind bereits vorab ein paar Beispiele genannt. Person 1 spricht

davon, im Alter nicht zu bereuen, dass sie etwas nicht getan hat, sondern
gemacht zu haben ”was ich für richtig halte, was mir wichtig ist und was
mich glücklich macht” (Transkript, Absatz 56). Person 14 spricht davon
möglichst viele neue Erfahrungen machen zu können (Transkript, Ab-
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Weniger oft, aber dennoch regelmässig144 wurde als Mo-
tivation für das an sich Arbeiten das Ziel, die bestmögliche
Version von sich selbst sein zu wollen, genannt. Von den
Studierenden wird diese Motivation folgendermassen ausge-
drückt: ”Ich habe das Gefühl, wenn man mit sich selber im
Reinen ist, dann kann man auch anderen viel besser helfen”
(Transkript, Person 10, Absatz 68) sowie ”Und ich glaube,
wir haben eine solche Verantwortung so: Du bist hier, weil
du hier bist, solltest du die bestmögliche Version deiner selbst
sein” (Transkript, Person 13, Absatz 59).

Viele der Personen wollen für andere oder die positive
Wirkung, die sie auf andere haben können, eine bestmögliche
Version von sich selbst sein. Acht Personen145 äussern des
Weiteren separat die Motivation in ihrem Umfeld etwas zu
bewirken und/oder die Welt verbessern zu wollen. Die Be-
fragten wünschen sich dies für das eigene Wohlbefinden
sowie für jenes des Umfeldes und der Umwelt. Auf weit-
ere vereinzelt genannte Motivationen für die Arbeit an sich
selbst, kann aufgrund des begrenzten Rahmens dieser Arbeit
nicht eingegangen werden.146 Sofern die Studierenden bei
der Motivation davon sprachen, sich selbst kennenlernen zu
wollen, war es vielfach im Zusammenhang damit, dass sie
mit sich im Reinen und/oder zufrieden sein wollen.147

Abschliessend lässt sich über die genannten Motiva-
tionen zur Selbstoptimierung folgendes sagen: Glückliche
Beziehungen und ein glückliches Leben sind die dominan-
testen intrinsischen Motivationen für die Arbeit an sich selbst.
Die Befragten sprechen noch einstimmiger von der Anerken-
nung und dem ‘Dazugehören’ als beliebteste extrinsische
Motivation. Wie aufgezeigt, stehen die Resultate des Frage-
bogens nicht im Widerspruch zu jenen des Interviews. Im
Fragebogen wurde zudem erfragt, wie die Studierenden die
Beantwortung der Fragen zur Intensität und Motivation der
Selbstoptimierung empfunden haben. Dies fiel den Befragten
gesamthaft schwerer als jene Fragen zum gelingenden Leben,
auf welche im nächsten Kapitel eingegangen wird. Weitere
Details zur Auswertung der selbstreflexiven Frage können im
Anhang C eingesehen werden.

4.4. Gelingendes Leben
Wie Abbildung 5 zeigt, stimmen die Befragten im Frage-

bogen im Mittel allen Aussagen zu den unterschiedlichen

satz 73), während sich Person 18 einfach glücklich fühlen möchte (Tran-
skript, Absatz 57). Person 6 versucht, ein Glücksgefühl der Vergangenheit
wieder zu erlangen (Transkript, Absatz 67).

144Es handelt sich dabei um neun Personen. Die Antworten sind kodiert mit
”Q5: Beste Version von sich selbst”.

145Die Antworten sind kodiert mit ”Q5: Impact / Bewirken / Einfluss /Welt
verbessern”.

146Von acht Personen wurden Neugierde, Interesse oder die Suche nach
Herausforderung als Motivation an sich zu arbeiten genannt. Mehrfach
wurde auch das kurzfristige Wohlbefinden, finanzielle Ziele, Ablenkung,
oder die Befriedigung durch das Erfüllen eines Ziels genannt. Weniger oft
wurde eine Verantwortung, Dankbarkeit für die eigene Existenz oder das
Innehahen von Privilegien als Motivation des an sich Arbeitens genannt.

147Entsprechend wurde kein separater Kode für sich kennenlernen kreiert,
sondern die Antworten mit einem gemeinsamen Kode namens ”Q5 sich
kennen / mit sich im Reinen sein” erfasst.

PERMA-Kategorien stark zu.148 Positive Beziehungen, Sinn
sowie die in dieser Arbeit hinzugefügte Kategorie ‘sich selbst
kennenzulernen und weiterentwickeln können’149 wiesen die
höchsten Durchschnittswerte aus.

Es ist denkbar, dass die Fragestellung, welche die Studie-
renden um keine Priorisierung der Aussagen oder Kategorien
gebeten hat, die hohe Zustimmung begünstigte. Spannende
Muster zeichnen sich ab, wenn sich Personen zwischen ver-
schiedenen Möglichkeiten entscheiden müssen, wie dies
beispielsweise bei der Frage 6 der Fall war. In dieser wur-
den die Studierenden gefragt, welche der Darstellungen in
Abbildung 6 für sie dem Verlauf eines gelingenden Lebens
näherkommt und weshalb dies der Fall ist.

13 Personen entscheiden sich für die linke Darstellung,
zehn für die rechte Darstellung, während sich fünf Personen
für eine Mischung der Formen über verschiedene Zeitab-
schnitte oder in der Form einer Spirale oder Wellenlinie
entscheiden

In den Begründungen beschreiben zwölf Personen150

wie hier Person 13 den geraden Pfeil als unrealistisch:
”Die Vorstellung, das Leben linear zu sehen, wie es rechts
dargestellt wird, denke ich, greift zu kurz. Es ist ein in
sich geschlossenes komplexes, aber irgendwie sinnstiftendes
Phänomen. Ich denke links. Das rechts ist mehr der Ak-
tienmarkt” (Transkript, Absatz 73). Die meisten151 dieser
Personen entscheiden sich für die linke Darstellung. Sechs
der 30 Personen vertraten die teils gegensätzliche Meinung,
dass der rechte Pfeil einen Aufwärtstrend zum besseren und
reiferen Selbst sei, davon wählten vier Personen auch den
geradlinigen Pfeil als Darstellung eines gelingenden Lebens.
Mit diesem Narrativ übereinstimmend interpretierten acht
Personen die Darstellung des Kreises als stehen bleiben. Die
Rundung des Kreises wird von diesen Personen als Wieder-
holung und nicht weiterkommen interpretiert und unter an-
derem mit Langeweile in Verbindung gebracht. Alle ausser
eine dieser Personen entschieden sich für die rechte Darstel-
lung. Dem gegenüber sehen 13 Personen einen Kreislauf
in der Darstellung des runden Pfeils. Davon wählen acht
Personen den kreisförmigen Pfeil als Repräsentation für die
Darstellung eines gelingenden Lebens. Alle vier Personen,
die die rechte Darstellung mit dem Wirtschaftswachstum in
Verbindung bringen, wählen den Kreis als Darstellung für
ein gelingendes Leben. Die restlichen Personen entschei-
den sich sprunghaft zwischen den Darstellungen hin und
her oder können sich für keine Darstellung entscheiden,
beziehungsweise die Darstellungen für sich sinnvoll kom-
binieren.152

In der Folgefrage des Interviews wurden die Studieren-

148Die Varianz innerhalb der Subfragen ist klein: Die Befragten beantworten
alle Subfragen konstant hoch. Ein Boxplot Diagramm zeigt, dass die
Streuung der Werte ist innerhalb der Kategorie positive Emotionen am
grössten ist.

149Im Diagramm als ‘Entwicklung’ abgekürzt.
150Die Antworten sind kodiert mit ”Q6 Geradlinigkeit = unrealistisch”.
151Es handelt sich um eine knappe Mehrheit von sieben Personen.
152Manche sehen in beiden Darstellungen gelingende Leben und

beschreiben, dass dies je nach Individuum unterschiedlich ist.
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Figure 5: Vorstellungen eines gelingenden Lebens anhand des PERMA-Modells und die Bedeutung von Entwicklung darin (eigene
Darstellung)

Figure 6: Auswahl Formen eines gelingendes Leben (eigene Darstellung)

den gefragt, was für sie, abgesehen von den Darstellungen,
ein erfülltes Leben ausmacht.

Positive Beziehungen wurde von 20 Personen als mass-
gebend für ein erfülltes Leben genannt und stellt somit die
häufigste Antwort dar. Die Befragten verstehen darunter
”geliebt werden und lieben” (Transkript, Person 2, Absatz
87) oder eine eigene Familie zu gründen. Person 10 spricht
von einem wichtigen ”Tiefgang” (Transkript, Absatz 81), der
durch Beziehungen möglich wird, und das Zitat von Person
3 veranschaulicht, dass viele der Befragten Verbundenheit
und Tiefe in ihren direkten menschlichen Interaktionen ver-
spüren möchten: ”Dann gute Beziehungen mit Freunden,
Familie, Partner usw. und mit guten Beziehungen meine ich
wirklich so Qualität über Quantität. Lieber weniger aber
dafür tiefere Beziehungen” (Transkript, Absatz 83).

Auf die Frage nach dem gelingenden Leben nennen zehn

Personen153 die Erfüllung von Grundbedürfnissen wie Essen,
Trinken sowie finanzielle Sicherheit. Für ebenfalls zehn Per-
sonen154 gehört das Empfinden positiver Gefühle zu einem
gelingenden Leben. Die Interviewten nennen Spass und
Freude am Leben haben, die Welt bereisen sowie neue span-
nende Erfahrungen machen in diesem Bereich.

Zehn Personen155 nennen sich selbst kennen oder mit
sich im Reinen sein als essenziellen Teil eines gelingenden
Lebens. Person 1 fasst dies folgendermassen in Worte: ”Dass
man nicht ein fremd bestimmtes Leben führt, sondern bei
sich selbst ist, sich selbst kennenlernt und dann auch bei sich
selbst ist und eigentlich, dass man seine tiefsten Überzeugun-
gen stärken, Wünsche und Antriebe verwirklichen kann [. . . ]

153Die Antworten sind kodiert mit ”Q7 Grundbedürfnisse”.
154Die Antworten sind kodiert mit ”Q7 Positive Emotionen”.
155Die Antworten sind kodiert mit ”Q7 Sich kennen / mit sich im Reinen

sein”.
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Ja, losgelöst von dem, was andere denken und losgelöst von
dem, was sein soll - mehr was für einen selbst sein möchte”
(Transkript, Absatz 75). Auch Person 10 beschreibt das sich
selbst Kennen ähnlich heldenhaft: ”Also ich glaube ein gelin-
gendes Leben ist im Einklang zu leben mit sich selber und
dem, was um einen herum passiert, also seine Bedürfnisse
zu verstehen und diese dann entsprechend zu befriedigen,
wie es einen dann glücklich macht. Ich glaube, das ist so
zusammengefasst, das, was ein gelingendes Leben ist. Wie
gesagt, das ist sehr, sehr stark, abhängig davon, dass man sich
selber gut kennt” (Transkript, Absatz 81). Andere Personen
beschreiben das mit sich im Reinen sein als nichts bereuen
zu wollen (Transkript, Person 11, Absatz 82) oder nicht un-
nötiges Leid verursachen (Transkript, Person 2, Absatz 87).

Engagement wird von neun Personen156 als Teil eines
gelingenden Lebens gesehen. Die Studierenden bekunden
Freude daran herausgefordert zu werden, dem eigenen In-
teresse nachzugehen und die eigene Neugierde befriedigen
zu können. Das Engagement wird insbesondere auf die Ar-
beit oder das Studium bezogen.

Ähnliche Tendenzen sind bei der Nennung von Sinn zu
verzeichnen. Wie im nächsten Kapitel verdeutlicht, wird Sinn
von den Studierenden oft genannt, selten aber ausführlich
beschrieben. Vielfach wird Sinn in Kombination mit einer
beruflichen Tätigkeit genannt, die sowohl herausfordernd
als auch sinnvoll sein soll157. Sinn wurde wie angedeutet
vielfach mit dem in Verbindung gebracht, mit dem, ”was man
macht” (Transkript, Person 4, Absatz 73). Für die einen stellt
das einen Beitrag zur Nachhaltigkeit dar, für die anderen
einen für die ‘community’ (Transkript, Person 6, Absatz 86).

Unter dem Kode ”Q7 Andere” wurden weitere weniger
häufig genannte Bestandteile eines gelingenden Lebens wie
Achtsamkeit, Bescheidenheit, Autonomie gesammelt, auf
welche in dieser Arbeit aufgrund des begrenzten Rahmens
nicht weiter eingegangen wird.

Auf die Folgefrage, ob die Studierenden etwas tun,
um das zu erreichen, was sie zuvor als gelingendes Leben
beschrieben haben, antworteten die allermeisten Studieren-
den mit Tätigkeiten, die denen der vierten Frage ähneln:
20 Personen158 nennen das aktive sich Zeit nehmen für
Beziehungen, neue Kontakte knüpfen und pflegen als Tätig-
keit. Zwölf Personen159 nennen sich Wissen aneignen und
lernen als eine Tätigkeit. Mehr als die Hälfte der Personen
bezieht dies auf das aktuelle Studium. Es geht aber auch um
das Wahren einer Balance der Interessen.160

156Die Antworten sind kodiert mit ”Q7 Engagement”.
157Für Tätigkeiten, die von den Studierenden als sinnvoll beschrieben wur-

den, wurde ein neuer Kode ”Q7 erfüllende Tätigkeit” entwickelt. Dieser
und jener für den Sinn und Zweck im PERMA-Modell wurden je sieben
Mal – zum Teil auch überschneidend - verwendet.

158Die Antworten sind kodiert mit ”Q8: Methode Social skills / Austausch /
Netzwerk”.

159Die Antworten sind kodiert mit ”Q8 Methode Wissen / skills aneignen,
lesen”.

160Es wird besonders im sozialen Bereich (12 Personen), im Beruflichen
(11 Personen), Akademischen (7 Personen) sowie der Gesundheit für
ein gelingendes Leben gearbeitet. Die Antworten sind kodiert mit ”Q8

Sich selbst kennenzulernen, wird von acht Personen als
Tätigkeit genannt. Dazu zählen die Befragten, innere Stärke
aufzubauen sowie möglichst viele verschiedene Perspektiven
kennenzulernen um zu sehen, welche einem am meisten
liegt. Neu findet der Kode ”Selbstsorge, Zeit für sich” bei
acht Personen161 Anwendung. Die Befragten beschreiben
unter anderem, wie sie ihr eigenes Wohlbefinden wieder auf
den Radar bringen, bewusst im Moment sein oder starke
Leistungserwartungen ablegen möchten. Die Zeit für sich ist
vielfach auch an Zeit für Selbstreflexion geknüpft. Selbstre-
flexion als Methode wurde von neun Personen genannt.

Grundsätzlich kann gesagt werden, dass in ähnlichen
Bereichen, entsprechend den vorherrschenden Vorstellungen
eines gelingenden Lebens, (an sich) gearbeitet wird. Wenige
Personen162 äusserten das Gefühl, dass das Erreichen eines
gelingenden Lebens, wie sie es sich vorstellen, nicht kontrol-
lierbar ist. Andere163 überkommt das Gefühl, dass sie für das
gelingende Leben noch mehr arbeiten müssten.

Die Rückmeldungen auf die letzte Interviewfrage, die die
Studierenden nach ihren persönlichen Zusammenhängen
zwischen den Antworten auf die Fragen des an sich Arbeit-
ens und des gelingenden Lebens fragt, bestätigt den Link
zwischen Arbeit an sich selbst und dem gelingenden Leben:
20 Personen bestätigen in unterschiedlicher Intensität, dass
sie für ein gelingendes Leben an sich arbeiten. Acht Personen
bemerken die Überschneidungen in ihren Antworten, stellen
aber sonst keinen Zusammenhang bewusst her. Während
eine Person die Frage nicht ausreichend164 beantwortet, sieht
eine Person keinen Zusammenhang. Es überwiegt die Erzäh-
lung, dass durch die Arbeit an sich selbst bewusst auf ein
gelingendes Leben hingearbeitet wird. Entsprechend wurden
die Antworten des Fragebogens darauf überprüft, inwiefern
einzelne Faktoren eines gelingenden Lebens als Selbstop-
timierungsgründe angeführt werden und ob dies beispiel-
sweise mit der Wichtigkeit dieser Faktoren einhergeht.165

Die Forschungsfrage dieser Arbeit lautete, inwiefern Selb-
stoptimierungsnarrative und -praktiken mit Heldenreisen
konkurrieren. Um die Frage beantworten zu können, wird
im nächsten Kapitel auf die Resultate der Heldenreisen einge-
gangen.

Bereich Soziales”, ”Q8 Bereich Beruflich”, ”Q8 Bereich Akademisch”, ”Q8
Bereich Gesundheit”.

161Die Antworten sind kodiert mit ”Q8 Methode Selfcare / Zeit für sich”.
Der Kode, der in der Frage 4 ”eigenes Glück / Persönlichkeit” oft Anwen-
dung fand, wurde in dieser Frage möglicherweise auch wegen dem neuen
Selbstsorgekode nur viermal angewendet.

162Die Antworten sind kodiert mit ”Q8: Keine Kontrolle”.
163Die Antworten sind kodiert mit ”Q8: Gefühl, mehr machen zu müssen”.
164Die Person geht bei ihrer Antwort nicht ausreichend auf die gestellte

Frage ein, was der Interviewerin erst beim Transkribieren, nicht aber in
Echtzeit, auffiel.

165Dazu wurden die Zustimmung zu den PERMA-Kategorien und dem
ergänzten ‘sich selbst kennenlernen’ mit den dazu passenden Selbstopti-
mierungsgründen untersucht. Die Beschreibung dessen kann im Anhang
C eingesehen werden.
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4.5. Heldenreisen
Die Auswertung der Interviews ergab, dass sich eine

Minorität der Befragten166 auf einer inneren Heldenreise
befindet. Während eine Person nur eine innere Heldenreise
erlebt, konnte bei fünf Personen sowohl eine innere als auch
eine äussere Heldenreise festgestellt werden. Die Hälfte der
Befragten befindet sich ausschliesslich auf äusseren Helden-
reisen. Bei den restlichen neun Interviewten konnte keine
Heldenreisen-ähnliche Struktur aus den Erzählungen fest-
gestellt werden. Die Analyse der Personen, die sich auf
Heldenreisen befinden, ergab zudem, dass sich Männer im
Vergleich zu Frauen tendenziell weniger auf innere Helden-
reisen begeben. Personen, die den Kurs Ökonomie des Glücks
besucht haben, tendieren dazu, sich auf Heldenreisen zu
begeben oder zu befinden. Beim Glauben ist kein Muster
erkennbar.167

In der Abbildung 7 wurden die Summen der angegebenen
Intensität des an sich Arbeitens168 aller Personen in den jew-
eiligen Heldenreisenkategorien abgebildet169. Die Darstel-
lung veranschaulicht, dass ein hohes Mass an Selbstopti-
mierung keine Art der Heldenreise per se ausschliesst170.
Es ist interessant zu sehen, dass die höchste Summe der
Selbstoptimierung von der Person erreicht wurde, die eine
innere Heldenreise macht. Aufgrund der geringen An-
zahl interviewter Personen und dem primär qualitativen
Ansatz zur Auswertung der Heldenreisen lassen sich keine
aussagekräftigen quantitativen Resultate ausweisen. In-
folgedessen liegt der Fokus auf den erkannten Mustern der
qualitativen Analyse.

Die nächsten Abschnitte sind den Inhalten der Interviews
gewidmet, auf denen die Einteilung in die vier Kategorien
innere Heldenreise, äussere Heldenreise, innere und äussere
Heldenreise sowie keine Heldenreise basiert171.

Zuerst werden Trends beschrieben, die auf eine äussere
Heldenreise hindeuten.172 Wie bereits in den Kapiteln zum
gelingenden Leben und den Selbstoptimierungsmotivationen
behandelt, sprechen insgesamt 14 Personen davon, etwas be-

166Es handelt sich um sechs Personen, wobei sich fünf Personen zeitgleich
auch auf einer äusseren Heldenreise befinden.

167Aufgrund des niedrigen N kann nicht von signifikanten Trends
gesprochen werden. Die genannten Tendenzen müssten mit einer
grösseren Stichprobenmenge überprüft werden. Im Anhang C können
ausgewählte Übersichtsdarstellungen betrachtet werden.

168Gemessen anhand der Intensität der Ausführung der Tätigkeiten über alle
Bereiche.

169Eine vergleichbare Darstellung wurde mit der Summe der Zustimmung
der Gründe für die Selbstoptimierungstätigkeiten entworfen und kann im
Anhang C eingesehen werden.

170Sowie umgekehrt.
171Die genannten vier Kategorien sind im Kodierleitfaden sogenannte Faz-

itkodes. Im Kodierleitfaden wurden während des Auswertens sogenan-
nte Indikatorenkodes erstellt und angewendet, die eine gewisse Art der
Heldenreise indizieren. Die Beschreibung der Trends in den Indika-
torenkodes zeigt ein holistischeres Bild der Heldenreisen(-anteilen) der
Befragten. Mit den nachfolgenden Links können alle angewendeten
Fazit- und Indikatorenkodes eingesehen werden.

172Es sei hier darauf hingewiesen, dass die Indikatorenkodes nicht in jedem
Fall voneinander abgrenzbar sind beziehungsweise je nach dem sogar
miteinander in Verbindung stehen.

wirken zu wollen oder sich aktivistisch für etwas einzuset-
zen. Die Befragten sprechen davon ”einen Unterschied zu
machen” oder ”etwas Gutes” zu tun. Der Akt des sich Au-
flehnens ist an sich nicht heroisch, sondern kann quasi hero-
ische Züge annehmen.173

19 Personen berichten davon, dass sie daran arbeiten,
ihre Emotionen oder Triebe zu kontrollieren oder erzählen
davon sich selbst zu betäuben. Dies wurde im Rahmen dieser
Arbeit als nicht heroisch angesehen, weil die Kontrolle von
Emotionen zu einem gewissen Grade impliziert, dass die Per-
sonen ihre Emotionen nicht spüren und aushalten können,
sowie diese möglicherweise nicht im Sinne ihres wahren
Selbst ausleben können. Das Betäuben kann beispielsweise
in Form von Überarbeitung auftreten und dazu führen, dass
Emotionen und Bedürfnisse gar nicht erst spürbar werden.
Personen 3 und 23 beschreiben die Kontrolle von Emotionen
folgendermassen: ”Also ich habe jetzt so vor 1-2 Monaten
angefangen, (fast) jeden Tag zu meditieren (das habe ich
so mit einer App gemacht) und auch so eine mindfulness
Meditation jeden Tag, die so 10 Minuten geht. Das ist so
bisschen eine Art mich zu ‘grounden’. So versuchen meine
emotionale Seite zu zähmen zu wissen, und dass die mir
nicht alles ruiniert” (Transkript, Person 3, Absatz 59) sowie

”Ich denke persönlich ist die Motivation eher ein
harmonisiertes Leben/Umfeld haben zu können,
wo man sich nicht ständig mit Konflikten oder
negativen Gefühlen herumschlägt. Man möchte
ja auch eine Verbindung zu anderen Menschen
haben. Ich denke, egal wie individuell ein Men-
sch ist, man braucht trotzdem ein Minimum an
sozialen Kontakten/Umfeld, um glücklich zu sein
und da ist der Trieb in einem einfach tief ver-
ankert, ein Umfeld zu haben und akzeptiert zu
werden und da kann man sich ja nicht verhalten,
wie man will” (Transkript, Person 23, Absatz 75).

Folgende Aussagen enthalten Hinweise, dass sich zu
betäuben unter den Befragten ein gängiges Narrativ ist: ”Ich
glaube ich bin jemand, der immer beschäftigt sein muss. Ich
kann irgendwie nicht immer das Gleiche machen. Ich finde
es mega spannend, wenn jeder Monat und jedes Jahr an-
ders aussieht. Ich finde den Einblick in verschiedene Dinge
des Lebens sehr spannend und man sollte sich nicht auf
irgendetwas begrenzen, sondern sich wirklich weiteren-
twickeln” (Transkript, Person 4, Absatz 56). ”Ich merke,
wenn ich so gar nichts zu tun habe im Leben, wird mir
langweilig” (Transkript, Person 7, Absatz 60). Die Rückmel-
dungen spiegeln die Befürchtung gewisser Befragter, ‘sich im
Kreis zu drehen‘174. Das Betäuben kommt der Zielerreichung
ohne Ziel aus der Theorie175 gleich. Person 9 beschreibt
die Tatsache, dass sie in den Semesterferien aufgrund von

173Die Theorie dazu kann im Kapitel 2.3.3 eingesehen werden.
174Referenz zu den Rückmeldungen auf die Interviewfrage 6; welche der

beiden Darstellungen dem gelingenden Leben näherkommt und wieso.
175Die Theorie dazu befindet sich im Kapitel 2.3.3.

https://drive.switch.ch/index.php/s/UFnROG1MCt8LNF9
https://drive.switch.ch/index.php/s/BNKT3qkyDS8sXvD
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Figure 7: Totale Selbstoptimierungsintensität und Art der Heldenreise (eigene Darstellung)

Langeweile bereits wieder Bücher für die Universität liest als
”toxischen Selbsthass” (Transkript, Absatz 68).

18 Personen sprachen in den Interviews zudem von
Lebensprojekten, die sie stark mit der eigenen Identität
und dem eigenen Glück verknüpfen. Es konnten drei ver-
schiedene Arten von Lebensprojekten ausgemacht werden,
die vermeintlich zu Glück führen.176 Erstens scheinen die
Befragten gute Beziehungen mit ihren Mitmenschen sowie
die Gründung einer Familie als Lebensprojekte zu sehen.
Folgende zwei Zitate illustrieren dies: ”Was für mich auch
sehr wichtig wäre - das habe ich glaube ich noch nicht so
gesagt - ist, dass ich schon eine Familie haben und eine sehr
gute Beziehung zu meinem Mann und meinen Kindern haben
möchte. Das ist etwas, was mir wahrscheinlich auch sehr viel
Zufriedenheit geben kann, so über eine längere Zeit einen
‘happy’ machen kann” (Transkript, Person 20, Absatz 104).
Sowie ”ein anderes Ziel (da gibt es natürlich Etappen) ist
Familie: eine eigene Familie gründen könnte ein Ziel sein
und ist auch ein Ziel von mir” (Transkript, Person 8, Absatz
91). Person 26 spricht sogar vom Ziel, sich nicht von der
Partnerin trennen zu wollen (Transkript, Absatz 64).

Zweitens zeichnet sich ab, dass einige Studierende eine
erfüllende Tätigkeit als Lebensprojekt ansehen. Das kann ak-
tuell das Studium sein oder auch der ganze absehbare Karier-
reweg. Person 8 möchte beispielsweise, verbunden mit dem

176Die Theorie dazu kann im Kapitel 2.1 eingesehen werden.

Berufsleben, viel reisen (Transkript, Absatz 92), während
Person 15 viel Geld verdienen möchte, um sich viel leisten
und viel erleben zu können:

”Deswegen auch der starke Fokus auf die Kar-
riere, weil ich weiss okay, mit einem normalen
Job wird man nicht unbedingt reich werden –
es würde zwar zum Leben reichen, aber ich mag
zum Beispiel auch sehr gerne Autos; also so Fer-
raris finde ich sehr schön, so von der Form. Ich
bin da sehr fasziniert von und das kriegt man
auch nicht mit ‘nem normalen Job und deswegen
weiss ich, dass ich für die Karriere da bisschen
mehr geben muss als vielleicht andere” (Tran-
skript, Absatz 61).

Drei Personen177 sind zudem fasziniert von der Verant-
wortung und Rolle als Unternehmer*in oder Manager*in.

Die beste Version von sich selbst sein zu wollen und fol-
glich konstant an sich zu arbeiten, konnte als dritte Leben-
sprojektkategorie identifiziert werden. Person 5 beschreibt
dies folgendermassen:

”Ich habe einfach den inneren Willen, ein Leben
lang (über) an mir zu arbeiten, in dem Sinne,
dass niemand perfekt ist. [. . . ] Es geht nicht

177(Tanskript, Personen 12, Absatz 81), (Transkript, Person 15, Absatz 79),
(Transkript, Person 30, Absatz 95).
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darum, perfekt zu sein oder irgendwelche Ideale,
die vielleicht auch krank sind oder krank machen
können, zu verfolgen, sondern einfach, dass man
Fehler sieht, dass man Dinge sieht, die man
besser machen hätte können, auch gegenüber
anderen, und dass man daraus lernt. Man lernt
ein Leben lang, und meine Einstellung ist es,
dass das wichtig ist, auch für mich persönlich”
(Transkript, Absatz 47).

Das Suchen des Glücks in Lebensprojekten kommt dem
Kreisen um die unbeschreibbare und unerreichbare Mitte
nah. Folgende Zitate machen deutlich, dass dieses Kreisen
bei knapp der Hälfte der Befragten, vielfach im Zusammen-
hang mit äusseren Heldenreisen, ein Thema ist. Beispielhaft
sieht Person 3 Sinn im Leben in der Arbeit: ”Ich hoff mal
später irgendwo zu arbeiten, wo mich die Arbeit erfüllt und
einen gewissen Sinn erweckt” (Transkript, Absatz 87). Per-
son 15 strebt danach, Glück durch Wohlstand zu erreichen:
”Ja schon, also ich meine, wenn man ein gutes Leben hat
oder in einem schönen Auto sitzt - also ich bin jemand -
ich würde auch in der Stadt ein bisschen ‚rumposen‘ gehen,
weil ich‘s auch lustig finde, mit ‘nem Freund zusammen oder
so. Das ist auch ein Teil. Man möchte den Leuten ja auch
zeigen ‚ich bin hier und ich hab‘s geschafft‘” (Transkript, Ab-
satz 67). Sinn wird auch von Person 14 nicht im Sinne der
inneren Heldenreise, als Teil eines Grösseren, sondern wie
folgt beschrieben: ”Eben wertstiftend zu sein für andere. Die
Möglichkeiten haben. Ich glaube bei mir ist auch recht stark
präsent so ‘Ich muss jetzt wachsen, damit ich ein Leben für
mich aufbauen kann‘. Eben auf der einen Seite finanziell,
aber auch auf anderen Seiten; Beziehungs-technisch” (Tran-
skript, Absatz 69).

Person 7 ist sich hingegen bewusst, dass sie im Leben
noch auf der Suche ist: ”Da ich da selbst noch im Leben am
Suchen bin und das noch nicht so ganz gefestigt ist, ist es
schwierig zu sagen, aber jetzt auf die längere Zukunft, wäre
mir das schon auch glaube ich wichtig jemand zu haben,
mit dem ich das Leben teilen kann, eine eigene Familie zu
gründen” (Transkript, Absatz 81). Wie bereits in vorheri-
gen Kapiteln beschrieben sind einige Befragte dabei, sich ak-
tiv kennenzulernen und streben Erfahrungen an, die ihnen
ermöglichen, sich kennenzulernen. Während oberflächliche
Narrative um das sich kennenlernen existieren, sieht Person
1 Folgendes darin:

”Zurückfinden zum Urvertrauen, zu unseren
Urstärken und zu dem was (man so zu sagen)
wirklich ist. Was einen wirklich glücklich macht,
bevor man sozusagen geprägt wurde von allen
Einflüssen, die vielleicht nur zu Reaktionen
geführt haben, statt Aktionen und ich glaub so,
dass für mich ist es stark ein Zurückfinden zu
‘wer man wirklich ist’ und dann das leben zu
können. Also in einem ersten Schritt heraus-
finden zu können, wer man ist, und das dann
leben können, ja vielleicht wie eine Heldenreise.
Auch so in dem Beispiel, dass man mal runter

geht und abtaucht in diese Tiefen des Selbst, es
dann effektiv ausleben kann, so dass zum Schluss
halt auch so ein gängiger Begriff in der Sprache
ist, schlüssig ist. Also, dass das Leben in sich
schlüssig ist” (Transkript, Absatz 69).

Narrative des sich verstehen und oder verändern Wol-
lens sind entsprechend in Kontexten der inneren sowie der
äusseren Heldenreise aufgetreten: Person 6 erlernt im Mo-
ment zu sein, während Person 2 zu sich selbst gut zu sein
lernt. Person 3 verändert sich in Richtung mehr Resilienz.
Einige Befragte arbeiten daran alte Glaubenssätze, die bekan-
nte Welt hinter sich zu lassen. Person 17 spricht sogar davon
”aus alten Mustern herauszukommen” (Transkript, Absatz
80). Bei wenigen Interviewten kommt sogar der Kode Kampf
gegen die eigenen Dämonen zu Anwendung, wie bei Person
24, die den Umgang mit den eigenen Angststörungen und De-
pressionen erlernt.178 Nur eine Person äusserte sich so, dass
sie als Person von zwei Welten identifiziert werden konnte.

Die bisher beschriebenen Resultate haben gezeigt, dass
sich in den Interviewantworten einiger Personen keine aus-
reichend Heldenreisen-ähnlichen Struktur erkennen lassen.
Bei den Befragten, bei welchen eine transformative Struk-
tur erkennbar war, dominierte die äussere Heldenreise über
die innere. Intensive Arbeit an sich selbst verunmöglicht
keine innere Heldenreise. Es scheint von grösserer Bedeu-
tung zu sein aus welcher Motivation und daraus abgeleitet
wie an sich gearbeitet wird. In anderen Worten; ob ein tief-
eres ‚wozu‘ existiert, das die Arbeit an sich selbst stützt.

Um auf die Forschungsfrage dieser Arbeit zurückzukehren,
ist es entsprechend möglich, dass Selbstoptimierungsnarra-
tive und -praktiken neben inneren Heldenreisen existieren
und/oder ausgeführt werden. Falls in Lebensprojekten, wie
beispielsweise der kontinuierlichen Arbeit an sich selbst,
Glück erreichbar scheint, können tiefergreifende innere
Heldenreisen durch äussere verdrängt werden. Die vor-
läufige Antwort auf die Forschungsfrage soll im nächsten
Kapitel ausführlich, unter Einbezug weiterer Forschung und
im Rahmen des säkularen Gesellschaftsbildes diskutiert wer-
den. In einem ersten Schritt werden das von den befragten
Studierenden wahrgenommene Gesellschaftsbild sowie die
darin enthaltenen Sinn- und Selbstoptimierungsnarrative
diskutiert. Im Anschluss werden die Selbstoptimierungsprak-
tiken und -gründe der Studierenden mit anderen Studien
verglichen. Schliesslich werden die identifizierten Zusam-
menhänge der Vorstellungen eines gelingenden Lebens und
der Selbstoptimierung der Studierenden mit bestehender Lit-
eratur verglichen und kritisch diskutiert. Das Kapitel schliesst

178Zur Anwendung von Kodes der inneren Heldenreise ist ein Verun-
sicherungsmoment der eigenen Identität essenziell. Zur Vereinfachung
der Auswertung wurde auch ein Kode ”Vergangenheit” erstellt, der diese
Abgrenzung verdeutlicht. Kolmar (2021, S. 208 ff) beschreibt, dass
gewisse Transformationsprozesse in unserer Gesellschaft auf psychische
Krankheiten reduziert werden. Damit sollen psychische Krankheiten
keineswegs romantisiert werden, sondern lediglich auf das vielfach
übersehene Transformationspotential dieser aufmerksam gemacht wer-
den.
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mit Vorschlägen zum künftigen Umgang mit den erhaltenen
Resultaten.

5. Diskussion

5.1. Die Arbeit an sich selbst in einer säkularen postherois-
chen Gesellschaft

Die befragten Studierenden bezeichnen die Gesellschaft
nicht durchgehend als säkular oder postheroisch. Hero-
isch scheint den Befragten allgemein kein Begriff für eine
Gesellschaft zu sein - das Wort wurde nie verwendet. Mod-
ern oder säkular wird von wenigen Befragten als Bezeich-
nung für die Schweizer Gesellschaft verwendet. Das Bild
einer säkularen Gesellschaft gemäss C. Taylor (2007) ergibt
sich aus den fehlenden Bezügen auf einen gemeinsamen
Glauben oder ein vergleichbar Sinn und Moral gebendes
Konstrukt. Das Gesellschaftsbild, das sich aus den Interviews
ergibt, stimmt überein mit jenem der Forschenden, die ein
postheroisches, säkulares Zeitalter proklamieren (Campbell,
1953; Kolmar, 2021, S. 61; C. Taylor, 2007).

Die Narrative der eigenen Leistung und Arbeit an sich
selbst ziehen sich durch die Interviews und den Fragebogen.
Die Schweiz wird als leistungs- und zielorientiert, manchmal
gar kompetitiv beschrieben. Während auf die Frage nach
den gesellschaftlichen Leistungserwartungen die Antworten
vorerst zurückhaltend waren, spricht sich eine deutliche
Mehrheit für die Wichtigkeit und Erwartung der Arbeit an
sich selbst aus. Ob die hohe individuelle Leistungserwartung
im Rahmen dieser Bachelorarbeit positiv oder negativ bew-
ertet wird, hängt insbesondere davon ab, ob die Arbeit an
sich selbst aus einer Wie-Frage entspringt oder Konsequenz
einer sinnstiftenden Wozu Frage ist. Die Arbeit an sich selbst
ist, in anderen Worten, nach dem dahinterstehenden Sinn
zu bewerten, worauf im Verlauf der Diskussion weiter einge-
gangen wird.

Die Frage nach dem eigenen Platz in der Gesellschaft
wird wiederholt über die eigene Leistung, dem eigenen
Beitrag zur Gesellschaft, beantwortet. Das Gefühl von Zuge-
hörigkeit wird mehrfach darüber definiert, ein funktionieren-
der Teil der Gesellschaft zu sein. Duttweiler beschreibt eine
vergleichbare Verbindung ”an sich selbst zu arbeiten, seine
Schwächen auszugleichen und seine Stärken auszubauen, ist
heute eine Schlüsselkompetenz der gesellschaftlichen Inte-
gration geworden” (Duttweiler, 2013, S. 95). Auch Bröckling
beschreibt in seinem Buch (2013), dass unternehmerisch
handelnde Individuen durch Selbstoptimierung und Erfol-
gsstreben in einer dynamischen Welt zu bestehen versuchen.

Einige Befragte drücken die implizite gesellschaftliche
Leistungserwartung als Angst ‘abgehängt zu werden’ aus.
Besonders im beruflichen Kontext konnte eine solche Angst
bereits in anderen Studien (Aichinger & Bauer, 2014; Han-
nich & Berger, 2011; Lengfeld, 2019) ausgewiesen wer-
den179. Verglichen mit bestehender Literatur, zum Beispiel

179Obschon laut Lengfeld (2019) diese Angst in Deutschland im Jahr 2016
einen Tiefstand erreichte. Die Angst erinnert auch an das von Bröckling
(2013) beschriebene ‘erschöpfte Selbst’.

(Albert et al., 2016, S. 243; Aichinger and Bauer, 2014),
welche die Mittvierziger sowie Jugendliche aus unteren
sozialen Schichten als gefährdete Personen betrachtet, sind
die Befragten dieser Bachelorarbeit erstaunlich jung und aus
einer hohen sozialen Schicht.

Die Bedeutung, die der eigenen Leistung und Arbeit an
sich selbst beigemessen wird, lässt die Vermutung zu, dass die
befragten Studierenden dazu tendieren, fehlende grössere
Sinnnarrative mit dem Imperativ ‘an sich selbst zu arbeiten zu
müssen’ zu füllen versuchen. Obwohl diese These in weiteren
Studien geprüft werden müsste, ist ein Vergleich mit anderen
analogen Thesen an dieser Stelle wertvoll. In der Studie
von Mühlhausen (2016a, S. 8) wird beispielsweise davon
gesprochen, dass die Selbstverantwortung das Schicksal be-
siegt: ”Nachdem alle Ideologien ausgedient haben, bleibt
dem freien Menschen bloss diese eine grosse Metaidee: Mach
das Beste aus dem eigenen Leben”. Das Beste aus dem eige-
nen Leben und sich selbst machen zu wollen, wurde von
knapp einem Drittel der Befragten als Motivation für die Ar-
beit an sich selbst genannt.

Rebentisch (2012, S. 172) argumentiert, dass Selbstver-
wirklichung der neue Religionsersatz ist: ”Man muss nur
wollen. Eigenverantwortung, Initiative, Flexibilität, Be-
weglichkeit werden so zu Forderungen, die zwar das alte
Disziplinarmodell der Gesellschaft verdrängt haben, ohne
dabei jedoch die Einzelnen von der Selbstdisziplin zu be-
freien. An die Stelle einer Normierung des Subjekts nach
gesellschaftlich vorgeschriebenen Rollen ist die Erwartung
der kreativen Selbstverwirklichung getreten”. Girkinger
(2012, S. 277, S. 20) argumentiert, dass Persönlichkeit-
sentwicklung im Kontext der Rivalitätslogik eine Anpas-
sungsleistung darstellt, um gesellschaftlich mitzuhalten. Per-
sönlichkeitsentwicklung und lebenslanges Lernen sind ”die
einzig verbliebenen Krisenbewältigungsstrategien”.

Narrative, wie das ‘Leben lange Lernen’ sowie ‘sich weit-
erzuentwickeln’, wie sie in den Interviews für diese Bach-
elorarbeit genannt wurden, haben gesellschaftlich an Auf-
schwung erhalten und laut Girkinger (2012, S. 216) mehr
Raum im öffentlichen Diskurs eingenommen.

Wie genau die Studierenden von der Arbeit an sich
selbst erzählen, wird im nächsten Kapitel diskutiert. Es lässt
sich festhalten, dass ein Grossteil der befragten Studieren-
den in der säkular und postheroisch wahrgenommenen
Gesellschaft, entsprechend gesellschaftlicher Leistungsnar-
rative, ein Gefühl verinnerlicht hat, dass im eigenen Leben
immer noch ”mehr geht” (Girkinger, 2019, S. 4) und dies
möglicherweise für gewisse Befragte fehlende grössere
Sinnnarrative ersetzt und so ein Zugehörigkeitsgefühl entste-
hen kann.

5.2. Erzählungen von Selbstoptimierung
Wie mehrfach in der Arbeit beschrieben, besitzen die be-

fragten Studierenden starke Narrative rund um die Arbeit an
sich selbst: Mehr als 90 % der Studierenden berichten von
der eigenen Erwartungshaltung, an sich zu arbeiten. Die Be-
fragten scheinen sich dem ”Zeitgeist der Selbstoptimierung”
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(Girkinger, 2019, S. 4) angepasst zu haben. In Deutsch-
land bekennen sich laut einer Studie zur Selbstoptimierung
im Gesundheitsbereich (Mühlhausen, 2016a) 59% der Be-
fragten dazu, sich mehr oder weniger selbst zu optimieren180.
Die Studie zeigt zudem, dass sich die jungen Personen am
meisten mit dem Begriff Selbstoptimierung anfreunden kön-
nen (S. 30), was zu den Zahlen dieser Arbeit passt, in welcher
der Begriff nicht verwendet wurde. Die Personen, die das
Forschungsdesign dieser Arbeit testeten, gaben an, dass sie
an sich arbeiten im Kontext der Befragungen durchaus als
Selbstoptimierung verstanden haben.

Unter den befragten Studierenden herrscht grosse Einig-
keit darüber, dass die Arbeit an sich selbst erstrebenswert
ist. Hinsichtlich dessen, was die Selbstoptimierung um-
fasst, in welchen Bereichen und wie intensiv diese betrieben
wird, liegt Heterogenität vor. Hinweise darauf sind unter
anderem in der Diversität der Selbstoptimierungsverständ-
nisse zu finden. Für die starke Erwartungshaltung, an
sich selbst zu arbeiten, gaben die Individuen im Fragebo-
gen unerwartet tiefe Intensitäten an, mit welcher sie Selb-
stoptimierungspraktiken ausführen. Einerseits kann dies
daran liegen, dass Intensität kein gewohnter Massstab war,
Selbstoptimierungspraktiken zu bewerten. Zudem kann es,
wie im Resultate-Teil angedeutet sein, dass die angebotenen
Tätigkeiten nicht auf die Personen gepasst haben. Es ist zu-
dem plausibel, dass die im Fragebogen enthaltene Definition
der Arbeit an sich selbst zur Zurückhaltung der Studieren-
den beigetragen hat. Zusammen mit den verschiedenen
Selbstoptimierungsverständnissen kann darauf geschlossen
werden, dass Selbstoptimierung für die Interviewten eine
höchst individuelle Angelegenheit ist und deren Inhalt, wie
in der Theorie beschrieben, beliebig füllbar ist (Röcke, 2021,
S. 178).

Die erkennbaren Trends hinsichtlich der Bereiche und
Methoden der Selbstoptimierung werden in der Folge mit
anderen Studien und im Kontext der Theorie diskutiert.

Die Studie von Mühlhausen (2016a) weist Selbstopti-
mierungspraktiken und -narrative im Bereich Gesundheit in
Deutschland aus. Gesundheit stellt auch in dieser Bache-
lorarbeit einen mehrfach genannten Bereich der Selbstopti-
mierung dar und wird wie in der Studie mit Wohlbefinden
und Glück verbunden. Sport sowie gesunde Ernährung sind
Methoden, die in beiden Forschungen genannt werden. Das
daraus resultierende Erscheinungsbild ist kaum die Moti-
vation. In den Interviews wird das Aussehen gar nicht als
Bereich genannt. In der Studie von Mühlhauser wird ar-
gumentiert, dass sportlich das neue attraktiv darstellt (S.
17).

Mehr als an der Gesundheit, sozialen Beziehungen und
der eigenen Persönlichkeit arbeiten die Befragten im beru-
flichen und akademischen Bereich an sich. Dass beide Bere-
iche jeweils von fast 2/3 der Befragten genannt werden,

180Beim Vergleich gilt zu berücksichtigen, dass die Forschungsgruppe der
genannten Studie ein grösseres Alterssprektrum umfasste, sich insbeson-
dere auf den Gesundheitsbereich fokussierte und ein anderes Forschungs-
design, inklusiver anderer Ausdrücke, angewendet wurde wie in dieser
Bachelorarbeit.

kann wahrscheinlich auch damit erklärt werden, dass die
Studierenden kurz vor dem Berufseinstieg stehen und ihre
aktuelle Hauptaktivität das Studium darstellt181. Es kam
vor, dass die Bereiche wie das Berufliche, Akademische und
Soziale miteinander verknüpft wurden oder überlappend
diskutiert wurden. Gesellschaftlich wird, wie auch in Stel-
lenausschreibungen nach vollumfänglicher Persönlichkeit-
sentwicklung gesucht und beispielsweise mit Slogans wie
”wer dem Profil entsprechen will, muss nicht nur beruflich
qualifiziert sein, sondern muss eine Reihe persönlicher Eigen-
schaften besitzen [. . . ] darunter unter anderem Optimismus,
richtige Einstellung, Motivation, Stressresilienz, Selbstbe-
wusstsein, Kreativität - die Liste ist lang” (Schmelzer, 2015)
geworben. In den Interviews wurde dies selten erkannt:
Die wenigsten beschrieben die Arbeit an sich selbst als vol-
lumfänglich. Dennoch darf festgehalten werden, dass die
Selbstoptimierung bei einigen Personen - es sei hierbei an
die neun Personen gedacht, die angaben, die beste Version
von sich selbst sein zu wollen - breite Teile der Persönlichkeit
betrifft. In der Studie von Mühlhausen (2016b, S. 5) ist
auch davon die Rede, dass Selbstoptimierung immer mehr
in die Freizeit-Bereiche eintritt und beispielsweise das Her-
stellen von ‘work-life-balance’ zur Selbstoptimierung gehört.
Die Resultate der Interviews lassen den Schluss zu, dass
die Studierenden sowohl im professionellem Kontext als
auch in privaten Bereichen so beispielsweise den eigenen
Beziehungen, der Alltagsgestaltung und der eigenen Persön-
lichkeit an sich arbeiten und sind folglich mit der bestehen-
den Forschung konform182.

Soziologe Rosa (2019, S. 40) spricht von einem Ressour-
cenfixierungs-Trend der Selbstoptimierung: ”Gesundheit,
Geld, Gemeinschaft (bzw. Beziehungen), dazu häufig noch
Bildung und Anerkennung, gelten nicht nur als die wichtig-
sten Ressourcen für ein gutes Leben, sie werden für das gute
Leben selbst gehalten”. Rosa (2019) argumentiert weiter,
dass eine ‘Parametrisierung der Lebensführung’ stattge-
funden hat, die es ermöglicht das Leben mit Hilfe mess-
barer Einheiten zu vergleichen und zu optimieren. Die
Parametrisierung der Selbstoptimierung kam in den Inter-
views kaum zur Sprache183. Ein Fokus auf die Vermehrung
der eigenen Ressourcen kann, entsprechend den Kapitalbe-
griffen von Bourdieu festgestellt werden184: Soziale Kon-
takte knüpfen, diese pflegen, das eigene Netzwerk aus-
bauen, das Erwerben sowie Ausweisen diverser Fähigkeiten

181Die befragten Studierenden befinden sich hauptsächlich im Bachelor.
Knapp die Hälfte der Befragten arbeitet neben dem Studium gegen
Bezahlung. Knapp ein Drittel leistet freiwillige Arbeit.

182Entsprechend der explorativen Natur dieser Bachelorarbeit ist die Anzahl
der existierenden Forschung limitiert. Insbesondere hinsichtlich der Ar-
beit in sozialen Beziehungen und den verwendeten Methoden zur Selb-
stoptimierung existiert keine der Autorin vorliegende Forschung.

183Es wurde beispielsweise nicht von Schrittzählern, Blutzuckermess-
geräten, Zahlen auf den sozialen Medien oder ähnlichem gesprochen,
was nicht bedeutet, dass die Befragten sich darin und damit nicht messen.
Der Schluss, dass die Fragen nicht darauf abzielten, liegt näher.

184Vgl. Kapitel 2.2.2 Inwiefern dies für die Studierenden als Voraussetzung
für ein gelingendes Leben angesehen wird, wird im nächsten Unterkapitel
behandelt.
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sowie akademischer Abschlüsse, und Zeit in sich selbst zu
investieren sind nur einige genannte Beispiele. Es sei zudem
darauf hingewiesen, dass es durchaus befragte Studierenden
gab, die ihre eigenen Selbstoptimierungs- und Selbstinvesti-
tionsnarrative hinterfragen und sich teilweise davon abzu-
grenzen versuchen.

Abschliessend lässt sich über die Selbstoptimierungsten-
denzen der Befragten sagen, dass diese nicht aus der Norm
fallen. Primär wird entsprechend dem vorherrschenden Zeit-
geist an sich gearbeitet. Obwohl die Tätigkeiten und Bereiche
teilweise auseinandergehen, stehen die Ergebnisse nicht im
Gegensatz zur Theorie und der bisher limitiert existierenden
Forschung.

5.3. Selbstoptimierung und Glücksstreben
Die Selbstoptimierung wurde schon in verschiedenen

Studien mit dem Streben nach Glück und dem gelingenden
Leben in Verbindung gebracht (Girkinger, 2019; Mühlhausen,
2016a). Die Mehrheit der Befragten berichtet in den Inter-
views davon, dass sie bei der Arbeit an sich ein gelingendes
Leben als Ziel vor Augen haben. Obwohl die Interviewten
teilweise unterschiedliche Selbstoptimierungspraktiken und
-verständnisse sowie unterschiedliche Vorstellungen von
einem gelingenden Leben haben, sieht die Mehrheit der
Studierenden185 Selbstoptimierung als wegebnend für ein
gelingendes Leben.

In den Interviews wird Anerkennung und das ‘Dazuge-
hören’ als häufigste extrinsische Motivation genannt. Dass
eine deutliche Mehrheit der befragten Personen von Zuge-
hörigkeit und Zustimmung zur Arbeit an sich selbst mo-
tiviert ist, untermauert die Thesen von Rosa und Bour-
dieu hinsichtlich der Ressourcen- und Kapitalakkumulation.
Vom durch die Selbstinvestition erworbenen Kapital und
den Ressourcen geht Anerkennung aus186. Das Anerken-
nungsnarrativ passt wiederum mit dem zuvor beschriebenen
Gesellschaftsbild sowie den als Religionsersätze diskutierten
Imperativen ‘an sich selbst zu arbeiten’ oder ‘etwas aus dem
Leben zu machen’ zusammen.187

Glück ist im Fragebogen der beliebteste Grund für
die Arbeit an sich selbst188. Auch in der Befragung von
(Mühlhausen, 2016a) wurde Glück als dritt-häufigster Grund
für die Selbstoptimierung im Gesundheitsbereich genannt.

185Dies geht aus den Antworten auf die Frage hervor, ob die Studierenden
Zusammenhänge zwischen ihren Antworten zu Fragen zur Arbeit an sich
selbst und Fragen zu ihren Vorstellungen eines gelingenden Lebens sehen.
Es sei hier darauf hingewiesen, dass die Inklusion von ‘Zusammenhängen’
in der Frage bei den Befragten eine Erwartungshaltung ausgelöst haben
könnte, Zusammenhänge zu sehen. Darauf wird in den Limitationen der
Arbeit erneut unter dem Stichwort Konfabulation eingegangen.

186Bourdieu bezeichnet dies als symbolisches Kapital.
187Die in dieser Arbeit erfragten intrinsisch und extrinsischen Selbstop-

timierungsmotivationen stellen ein spannendes Forschungsfeld dar,
welches im Rahmen dieser Arbeit nicht umfassend behandelt werden
konnte.

188Glück ist in allen Bereichen ausser dem Aussehen (mitunter) der be-
liebteste Grund für die Arbeit an sich selbst. Im Bereich der Beziehun-
gen liegen das Glück und die Erreichung des persönlichen Lebensziels
gleichauf.

In der Folge werden die Glücksvorstellungen der Studieren-
den eingehend diskutiert. Entsprechend der Heldenreise ist
Glück stark mit sich kennen(lernen) sowie der Sinnhaftigkeit
des eigenen Lebens verbunden. Im Fragebogen haben
die Studierenden der Sinnhaftigkeit des eigenen Lebens,
sich kennenlernen und weiterentwickeln sowie positiven
Beziehungen für ein gelingendes Leben den höchsten Wert
beigemessen. Auch in den Gründen, weshalb Selbstopti-
mierung ausgeführt wird, sind neben dem erhofften langfristi-
gen Glück, kurzfristigem Wohlfühlen, der Sinn und sich ken-
nenlernen unter den beliebtesten Gründen. Es bestehen
Sinnbedürfnisse und Bedürfnisse sich selbst kennenzulernen
und zu entwickeln. Aber wie Zukunftsforscher Robert Junk in
einem Arbeitspapier argumentiert, ”gibt Selbstoptimierung
keine Antwort darauf, was ein gelingendes sinnvolles Leben
ausmacht” (Girkinger, 2019, S. 9; Jungk, 1993). Auch Röcke
(2021, S. 211) hält es zumindest für umstritten, dass Selb-
stoptimierung ”einen einheitlichen Wertehorizont schaffen
kann, der von innen heraus die Lebensgestaltung im Sinne
eines einheitlichen Prinzips anzuleiten vermag”.

Laut Kolmar wird in der säkularen Gesellschaft in Leben-
sprojekten nach Sinn, Glück und dem erfüllten Leben gesucht
(Kolmar, 2021, S. 49). Mehr als die Hälfte der Befragten
erhofft sich von Lebensprojekten wie einer Familie, einer
erfüllenden Tätigkeit oder der Selbstoptimierung Glück.
Es scheint, als seien Tiefe und Zugehörigkeit für die In-
terviewten primär in Partnerschaften, Freundschaften und
der Familie realisierbar und als würde Arbeit an sich zum
Erreichen dieser Empfindungen dazugehören189.

Sinn wird von den Befragten abgesehen von in erfüllten
Beziehungen auch in erfüllten Tätigkeiten gesucht. Person
22 setzt Berufs- und Sinnsuche gar gleich (Transkript, Ab-
satz 78). Knapp die Hälfte der Studierenden spricht davon,
mit ihren Tätigkeiten Gutes zu tun, etwas zu bewirken oder
einen Unterschied zu machen und dadurch Erfüllung zu er-
halten190. Es lässt sich vermuten, dass einige Studierende,
da sie sich auf keine innere Reise begeben, sondern Sinn in
Lebensprojekten suchen, einem oberflächlicheren Verständ-
nis von Sinn hinterherlaufen191.

Ein ähnlich oberflächliches Verständnis lässt sich hin-
sichtlich des Bedürfnisses192 und der Umsetzung des ‘sich
selbst Kennenlernens’ vermuten. Vormbusch (2016) ver-

189Die beliebtesten Motivationen, um an den sozialen Beziehungen und
Fähigkeiten zu arbeiten sind das eigene Glück und das Erreichen des
eigenen Lebensziels. Dem Erreichen des persönlichen Lebensziels wurde
nur im Bereich Glück stärker zugestimmt. Inwiefern sich das Arbeitsver-
ständnis in Beziehungen über die Zeit verändert hat und inwiefern dies
mit fortschreitender Selbstoptimierung zusammenhängt, könnte Aus-
gangspunkt einer weiterführenden Studie sein.

190Ein Grossteil der Studierenden nennt in den Interviews den positiven Ein-
fluss der Arbeit an sich selbst auf das Umfeld und die Umwelt als Moti-
vation.

191Sinn wird lediglich sieben Mal und vielfach in Verbindung mit Arbeit
oder einer positiven Wirkung auf andere genannt. Der Kode zur erfüllen-
den Tätigkeit fand ebenso häufig Anwendung. Es ist zudem interessant
festzuhalten, dass der Sinn im nicht vorstrukturierten Interviewformat
weniger Bedeutung erhält als im vorstrukturierten Fragebogen.

192Bei der Befragung sowie in den Interviews wurde klar, dass ein Bedürfnis
existiert, sich kennenzulernen. Sich selbst kennenlernen und entwickeln,
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steht Selbstoptimierung als einen Prozess des ”Sich-selbst-
Entdeckens”. Im Fragebogen war ‘sich selbst kennenlernen’
im Durchschnitt einer der beliebtesten Gründe für die Selb-
stoptimierung der Befragten. ähnlich wie beim Sinn193, wird
für die Wichtigkeit, die dem ‘sich selbst Kennenlernen und
sich Weiterentwickeln’ im Fragebogen beigemessen wird,
in den Interviews wenig davon gesprochen. Im Interview
drehten sich die Narrative des sich Kennenlernens vielmehr
darum, mit sich selbst und den eigenen Entscheidungen
zufrieden beziehungsweise im Reinen zu sein. Einige Be-
fragte sprechen davon, möglichst viel kennengelernt haben
zu wollen, um herausfinden zu können, was ihnen gefällt.
Entsprechend diesem Verständnis findet das sich Kennenler-
nen über das Aneinanderreihen von Erlebnissen statt. Vergle-
ichbar beschreibt Rosa die Idealvorstellung eines modernen
Lebens als eines, in dem man viel erlebt. Rosa (2005) führt
aus, dass eine Beschleunigung unserer Leben notwendig ist,
um möglichst viel von der Welt zu erleben. Rosa’s These
erinnert auch an die Tendenz einer Vielzahl von Studieren-
den, die sich selbst mit neuen Eindrücken, Perspektiven und
Aufgaben zu betäuben. Mithilfe der vielfach genannten Selb-
streflexion scheint versucht zu werden, das Erlebte einzuord-
nen. Auch hier lässt sich die Frage aufwerfen, ob die Selb-
streflexion auf einer tieferen Erfahrungsebene ansetzt oder
verkopft und oberflächlich stattfindet. Obschon wenige der
Studierenden auf die Frage nach dem gelingenden Leben
innere Heldenreisen-ähnliche sich kennenlernen Narrative
mitteilen, kann die These gewagt werden, dass die Mehrheit
der Befragten sich nicht auf die tiefsten Ebenen des sich
Kennenlernens einlässt, da sich die wenigsten ihren tiefsten
Ängsten und Dämonen stellen.194

Es ist plausibel anzunehmen, dass das unvollständige Ver-
ständnis von Sinn und Selbstkenntnis der Studierenden zum
Gefühl führen kann, um eine unerreichbare Mitte zu streben,
wie es Lacan als natürlichen Teil der modernen menschlichen
Existenz beschreibt (Lacan, 1977, 1992). Dieses ist in den
Interviews regelmässig aufgetreten195. Lacan bezeichnet
‘das Ding’ auch als Inschrift eines Unverständnisses dessen,
was das Selbst ist (Kolmar, 2021, S. 278 f.). Obschon eine
Ungewissheit besteht, ob tiefergreifendere Verständnisse der
eigenen Existenz und Sinns in den Interviews nicht einge-
hend genug erfragt wurden196, erlauben die bisher disku-

ein essenzieller Teil der Heldenreise wurde in der Frage zum gelingenden
Leben gleich hoch bewertet, wie alle anderen PERMA-Kategorien. Sich
selbst kennenlernen geht auch als einer der vorherrschendsten Gründe
um an sich selbst zu arbeiten hervor. Es ist der viertbeliebteste Grund
über alle Bereiche zusammen und erhält sechsmal den höchsten Zustim-
mungswert.

193Vgl. vorletzte Fussnote.
194Es wird dazu geraten, die Thesen zum oberflächlichen Verständnis von

Sinn und Selbstkenntnis in weiterführenden Studien zu untersuchen.
195Ein weiteres Beispiel: Die Mehrheit der Personen, die den Kreis als

Darstellung für ein gelingendes Leben wählten, bezeichneten das Leben
zudem als Kreislauf, beschrieben dessen Verlauf oder Inhalt jedoch nicht
weiter.

196Dies weil die Interviewerin sich einerseits an den Interviewleitfaden hielt
und andererseits sprachliche Grenzen bestehen, transformative Erfahrun-
gen zu beschreiben.

tierten Resultate folgende Antwort auf die Forschungsfrage
dieser Arbeit:

Wenn, basierend auf oberflächlichen Verständnissen
von Glück, Selbstkenntnis und Sinn, in äusseren Helden-
reisen wie beispielsweise der Selbstoptimierung nach eben
diesen Erfahrungen197 gesucht wird, sind diese Glückserre-
ichungsversuche erstens zum Scheitern verurteilt und verun-
möglichen zweitens möglicherweise innere Heldenreisen.

Andere Studien kommen auf ähnliche Thesen - zumind-
est, was den Glücksbegriff betrifft: Es sei gefährlich, wenn
gesellschaftlich suggeriert wird, dass Glück durch Diäten,
Konsum, Alltagsgestaltung und die Arbeit an sich selbst erre-
ichbar ist (Girkinger, 2019, S. 7). Die Individuen bekommen
zu verstehen, dass Glück ”nur eine Frage der Einstellung und
Lernwilligkeit” (Girkinger, 2019, S. 20) ist. Die Ratgeberkul-
tur lässt die Bevölkerung durch ihre unzähligen Anleitun-
gen und Aufforderungen glauben, dass immer mehr Men-
schen ein erfülltes Leben führen, während das Stresslevel
und die Anzahl psychischer Krankheiten in der Bevölkerung
zunehmen (Perriard & Ramaciotti, 2003).

Nach dem Wissen der Autorin existieren keine vergle-
ichbaren Studien zu den Verständnissen von Sinn und Selb-
stkenntnis. Hier sei nochmals auf die Theorie zurückgegrif-
fen: Wie C. Taylor (2007) und Kolmar (2021) argumentieren
verschwinden die Bedürfnisse nach Sinn, Tiefe und Zuge-
hörigkeit, die durch innere Heldenreisen befriedigt werden
können, nicht. Taylor spricht davon, dass sich durch die
unbefriedigten Bedürfnisse Spannungen aufbauen, die sich
dann unkontrollierbar in alle Richtungen entladen können.
Aufgrund des begrenzten Rahmens dieser Arbeit wurde nicht
auf diese Nova-Effekte eingegangen198.

Der Umgang mit potenziell oberflächlichen Verständnis-
sen von Sinn und Selbstkenntnis soll in der Arbeit nicht aus-
geklammert werden, besonders weil diese Unverständnisse
innere Heldenreisen verunmöglichen können: Möglichkeiten
und Unmöglichkeiten von Heldenreisen im gesellschaftlichen
Kontext, insbesondere welchen Raum und Diskurs wir
Heldenreisen widmen, soll im nächsten Kapitel beleuchtet
werden. Das nachfolgende Kapitel ordnet die Ergebnisse
dieser Arbeit zudem in einem grösseren Kontext ein und
liefert in Form eines Ausblicks einen Nährboden für weitere
Studien, auf die konkret nach der Erläuterung der Limitatio-
nen und Potentiale dieser Arbeit eingegangen wird.

5.4. Gesellschaftlicher Raum für Heldenreisen
Mehr als die Hälfte der Entwicklungsgeschichten der

Studierenden lässt sich in transformative Heldenreisen ein-
teilen: Ein kleiner Teil davon befindet sich auf inneren
Heldenreisen. Es ist denkbar, dass die Heldenreisen der
Studierenden nicht spezifisch genau erfragt werden konnten
oder von den Studierenden zu undeutlich formuliert wur-

197Gemeint sind Glück, tiefe Selbstkenntnis, Verbundenheit und Sinn.
198Zusätzliche Umfragen zu potenziellen gesellschaftlichen Spannungen

sowie deren Entladungsmöglichkeiten sind von weiterem Interesse.
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den, da diese nicht in Heldenreisen-ähnlichen Dimensionen
über ihr Leben nachdenken199.

Lacan argumentiert hingegen, dass unsere Kultur und
unser Zugehörigkeitsgefühl in der Krise ist und wir uns
eingestehen sollten: ”Unsere Vorstellung, dass die Menschen
schon gesättigt sind, wenn sie in Shoppingmalls einkaufen
und im Cafe sitzen können oder eine sichere 40-Stunden-
Woche haben, ist zum Irrglauben geworden” (Medick, 2015).
Lacan beschreibt die modernen Menschen als suchend:
”Viele Menschen wollen auch gerne für etwas kämpfen. Wer
sich einmal in den Pariser Banlieues mit Jugendlichen un-
terhalten hat, wird das bestätigen können. Viele von ihnen
hadern mit ihrer Identität und ihrer Rolle” (Medick, 2015).
Die Zitate suggerieren, dass unsere Kultur zu wenig Ange-
bote für innere Heldenreisen macht und dadurch extreme
äussere Heldenreisen an Attraktivität gewinnen.

Auch Ullrich (2016) argumentiert, dass in unserem
gesellschaftlichen Diskurs, ausgedrückt beispielsweise in
Werbungen ”kein Platz für tragische Helden, existenzielle
Opfer, komplizierte Konflikte ist. Nie wird eine Stimmung
vielschichtig, ein Motiv unheimlich, ein Topos grausam.
Vielmehr gibt es nur strahlende Sieger, Erfolgsgeschichten,
‘happy ends’, glückliche und konfliktfreie Beziehungen. Und
wenn doch einmal ein Gefühl jenseits guter Laune ange-
sprochen ist, dann sicher so gut in Kitsch verpackt, dass
einmal mehr alle Komplikationen verschwinden” (Ullrich,
2016, S. 197).

Ein möglicher Umgang mit den Ergebnissen dieser Studie
bestünde darin, den Diskurs zum Thema Heldentum anzure-
gen, gesellschaftlich mehr Verständnis und Bewusstsein
für die eigenen Bedürfnisse, beispielsweise nach Sinn und
Zugehörigkeit, zu schaffen. Welche konkreten Massnah-
men die Studierenden dabei unterstützen würden, von einer
äusseren auf eine innere Heldenreise zu wechseln, könnte
eine Forschungsfrage für weitere Studien darstellen. Da
ansatzweise mehr Befragte, die den Kurs Ökonomie des
Glücks besucht haben, eine innere Heldenreise erleben, soll-
ten Unterrichtsfächer200, die Glücksnarrative hinterfragen,
im Detail auf ihre Wirkung geprüft werden.201

Eine weitere mögliche Konsequenz wären Korrekturen
im Glücksdiskurs. Taylor postuliert, dass aufgrund der
Säkularität der Welt keine inneren Heldenreisen gelingen
können (Kolmar, 2020, S. 41). Die Beurteilung, ob innere
Heldenreisen in der säkularen Gesellschaft gelingen können
oder nicht, liegt ausserhalb des Rahmens dieser Arbeit. In

199Basierend auf der Annahme, dass mehrere Heldenreisen aneinanderg-
ereiht in einem Leben gemacht werden können und somit je nach Lebens-
abschnitt unterschiedliche Heldenreisen möglich sind, wäre es von Inter-
esse in weiterführenden Studien die potenziellen inneren und äusseren
Heldenreisen von Bachelor und Master Studierenden zu untersuchen.
Der Auszug von zu Hause, möglicherweise sogar aus dem Heimatland
könnten solche Heldenreisen darstellen. Eine Befragung mit Fokus
auf persönliche Gedanken, Ziele sowie Bedürfnisse (entsprechend der
Maslow Pyramide) der Studierenden könnte dafür aufschlussreich sein.

200Ebenso könnte persönliches Mentoring als Massnahme geprüft werden.
201Es existieren beispielsweise Studien, die belegen, dass das Besuchen von

Stärken-fokussierten Positiven Psychologie Kursen sich positiv auf das
Wohlbefinden von Studierenden auswirkt (B. W. Smith et al., 2021).

dieser Arbeit wurden Tendenzen festgestellt, dass Glücksver-
sprechen von Lebensprojekten, aufgrund von fehlendem
Verständnis, innere Heldenreisen verunmöglichen. Kolmar
(2021) stimmt insofern zu, dass sich die Individuen

”zu schnell auf die Richtigkeit der nächsten Stufe
der Erkenntnis von Wirklichkeit [verlassen] und
daraus weitreichende Schlussfolgerungen für
das eigene Leben und die Gesellschaft [ziehen].
All diese Theorien sind aus buddhistischer Sicht
mehr oder weniger hilflose Schnellschüsse, die
höchstens zufällig mal ins Ziel treffen, weil man
innerhalb des westlichen Denkens die Reise nach
innen nicht nur konsequent nicht antritt, son-
dern eine solche auch noch regelmässig als un-
wissenschaftlichen Mystizismus disqualifiziert
und Menschen belächelt, die eine solche mache”
(S. 279).

Thema zukünftiger Studien könnte sein, wie wir Selbst-
und Menschenkenntnis diskutieren und insbesondere in-
nere Heldenreisen vermehrt in den öffentlichen Diskurs ein-
bringen können. Um das Konkurrenzpotential zwischen
inneren und äusseren Heldenreisen zu verringern, müsste
gesellschaftlich am Glücksverständnis gearbeitet werden. Es
wäre sinnvoll, öffentlich das Versprechen ”der Herstellbarkeit
von Glück und Erfolg zu hinterfragen” (Girkinger, 2019, S.
64) und realistische Erwartungen sowie fundierte Methoden
hinsichtlich der Erfahrung von Sinn zu liefern.

Es könnte zukünftig angedacht werden, einen infor-
mativ aufklärenden statt ratgebenden Diskurs zu führen.
Die Vielseitigkeit von Glück sollte zum Ausdruck kommen.
Der bisherige Diskurs der Selbstverantwortung, Machbarkeit
und Multioptionalität (Girkinger, 2019, S. 37 ff.) hat ober-
flächlich positive Seiten, kann aber auch zur Überforderung
des Individuums führen. Es ist darauf zu achten, dass der
Diskurs nicht zwangspositiv ist. Reckwitz findet dafür fol-
gende Worte: ”Die Spätmoderne ist im Kern eine Kultur der
positiven Affekte, die den negativen oder auch nur ambiva-
lenten Erfahrungen kaum legitimen Raum gibt” (Reckwitz,
2017, S. 347). Das Glück ist aber eben durch Lebenspro-
jekte erreichbar: ”Wir können uns um unser Glück und um
das, was wir als wertvoll erachten kümmern und bemühen,
aber nicht mit Checklisten herstellen, genauso wenig wie
wir Liebe oder Freundschaft herstellen können” (Girkinger,
2019, S. 66).

Dies legt die Empfehlung nahe, dass es ambivalente Er-
fahrungen aushalten zu lernen gilt. Weil sich viele Dinge in
der säkularen Welt nicht erreichen oder ändern lassen, ist
gesellschaftlich und individuell empfohlen zu ”lernen mit der
Leere umgehen zu können” (Kolmar, 2021, S. 177). ”Ger-
ade das Loslassen, das Sich-Abfinden, das Akzeptieren von
Grenzen kann der Schlüssel sein, um gut mit dem leben zu
können, was wir haben” (Girkinger, 2019, S. 67). Das sind
Beispiele von inneren Heldennarrativen, die zentralen wozu-
Fragen nicht durch wie-Fragen ersetzt, sondern uns durch die
Konfrontation mit unseren inneren Dämonen Zugehörigkeit
und Sinn empfinden lässt. Der Rocksänger Bruce Springsteen
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ist davon überzeugt, dass ”mit jedem Jahr, das vorbei geht,
der Preis der Verweigerung sich seinen inneren Dämonen zu
stellen steigt” (Hainey, 2018).

Transformative Heldenreisen sind zentrale Pfeiler für
das Wohlergehen und die psychische Gesundheit einer
Gesellschaft (Kolmar, 2021, S. 95). Nachdem in dieser Arbeit
Tendenzen festgestellt wurden, dass oberflächliche Verständ-
nisse der Erreichbarkeit von Sinn und Glück durch Leben-
sprojekte wie die Selbstoptimierung existieren, stellt dieses
Kapitel insbesondere Ansatzpunkte dar, weitere Studien zu
gesellschaftlichen Selbstoptimierungs- und Glücksnarrativen
zu lancieren und basierend darauf eine kritische öffentliche
Debatte zum Wohle der Gesellschaft anzuregen.

Konkrete Vorschläge zu weiterführende Studien sind
im separaten Kapitel 6.4 aufgeführt. Vorerst wird auf die
wichtigsten Limitationen dieser Arbeit eingegangen.

6. Limitationen und Potenziale

6.1. Forschungsdesign und allgemeine Limitationen
Die grösste Limitation dieser Arbeit besteht in der gerin-

gen Zahl der Teilnehmenden und der daraus folgenden lim-
itierten Aussagekraft der Resultate202. Bei explorativen Stu-
dien, die mit einer geringen Zahl Personen das Forschungspo-
tential eines Themas erkundet, liegt das vielfach in der Natur
der Sache. In dieser Arbeit war es lediglich mit dieser Anzahl
Teilnehmenden möglich, die aufwendige Kombination quan-
titativer und qualitativer Forschungsmethoden anzuwenden.

Die Methodenkombination wurde angewendet, um ein
vielfältigeres Bild der Selbstoptimierungsnarrative zu erhal-
ten und eine Scheinsicherheit der Daten abwenden zu kön-
nen. Eine Problematik davon besteht darin, dass die er-
haltenen Daten widersprüchlich sein können. In dieser Ar-
beit sind die Daten der Interviews mit jenen des Fragebo-
gens kompatibel. Es ist möglich, dass die Interviews das
anschliessende Ausfüllen des Fragebogens beeinflusst haben
und die hohe Kongruenz der Daten unter anderem so ent-
standen ist. Allerdings wurden die Testinterviewten in den
Pretests hinsichtlich ihrer wahrgenommenen Beeinflussung
des Interviews auf den Fragebogen befragt: Sie gaben an,
dass sie die Abfolge von Interview und Fragebogen gelun-
gen finden und sich dadurch beim Ausfüllen des Fragebo-
gens unterstützt fühlten, diesen aber nicht bewusst anders
ausfüllten. Obwohl eine Beeinflussung nicht ausgeschlossen
ist, schien die Kombination der Methoden das bestmögliche
Forschungsdesign für diese explorative Studie.

202Entsprechend stark können einzelne Geschichten und Schicksale ins
Gewicht fallen und die Resultate in eine Richtung beeinflussen. Eine
befragte Person verlor kurz vor dem Interview eine geliebte Person, bei
einer anderen handelt es sich um eine Person mit psychischen Erkrankun-
gen. Die Themen wurden in den Interviews angesprochen, ohne dass ein
Auswertungsgefäss dafür existierte. In künftigen Studien könnten ins-
besondere psychischen Krankheiten im Interview aktiv aufgegriffen wer-
den. Denn ”was wir für eine psychische Krankheit halten—bzw. was von
manchen Therapeuten sodefiniert wird—ist in Wirklichkeit ein Transfor-
mationsprozess” de (Kolmar, 2021, S. 208 ff.).

Im Verlauf dieses Kapitels wird auf Fragebogen- und
Interview-spezifische Limitationen eingegangen. Vorerst
werden weitere allgemeine Limitationen behandelt. Auf-
grund des hohen zeitlichen Aufwands für die Teilnehmenden
wurden diese unter anderem aus dem erweiterten Bekan-
ntenkreis rekrutiert. Da der Interviewerin zudem haupt-
sächlich Zugriff auf Kommunikationskanäle der Universität
St. Gallen hatte, studieren die meisten befragten Studieren-
den dort. Es ist möglich, dass der Leistungsgedanke an
der führenden Schweizer Universität für Wirtschaftswis-
senschaften besonders ausgeprägt ist.203 Ein weiteres Se-
lektion Bias ergab sich hinsichtlich an Nachhaltigkeit inter-
essierter Studierenden. In weiteren Studien könnten durch
finanzielle Mittel Anreize zur Teilnahme geschaffen werden,
entsprechend grossflächiger rekrutiert werden und Aussagen
über verschiedene Universitäten oder Ausbildungswege hin-
weg gemacht werden.

Weitere Limitation des Forschungsdesign liegen in der
Subjektivität204 und der Abhängigkeit von der Tagesform205

der befragten Studierenden. Die Studierenden wurden jew-
eils nur an einem Tag befragt und hatten keinerlei Vorbere-
itungszeit. Das Forschungsdesign konnte aufgrund des limi-
tierten Rahmens dieser Arbeit das aktuelle Wohlbefinden der
Befragten nicht miteinbeziehen.206

Des Weiteren konnte den potenziell unterschiedlichen
Ausgangspunkten der Befragten in dieser Arbeit begrenzt
Rechnung getragen werden. In anderen Worten wurde im
Forschungsdesign limitiert erfasst, wie intensiv sich die Be-
fragten bereits mit Vorstellungen eines gelingenden Lebens
sowie der Arbeit an sich selbst befasst haben. Obwohl selb-
streflexive Fragen im Fragebogen grob abbilden sollten, wie
stark sich die Befragten mit den Themen Selbstoptimierung
und dem gelingenden Leben auseinandergesetzt haben, kann
dies für die Interviews nicht gesagt werden. Es konnte nicht
ausgeschlossen werden, dass Personen unterschiedlich viel
über Selbstoptimierung reflektiert haben. Es wurde keine
Kontrollfrage zur Messung des Masses an bisheriger Selb-
streflexion eingefügt, weshalb keine Aussagen zur Reflex-
ivität der Studierenden in dem Bereich getroffen werden
können207 und sich dies limitierend auf die Aussagekraft der
Resultate auswirkt.

Es wurde zudem in den Interviews nicht konkret nach den
Verständnissen von ‘an sich Arbeiten’ gefragt. Dies wurde be-

203Im Anhang C können die Universitäts-spezifischen Narrative eingesehen
werden.

204Dazu ein Beispiel: Was für Person 2 ‘stimme voll und ganz zu’ bedeutet,
kann für Person 1 unter stimme zu fallen.

205Dass die Tagesform der befragten Personen in qualitativen Studien die Re-
sultate beeinflussen kann, zeigt unter anderem Andreas Diekmann (Diek-
mann, 2007, S. 463)

206In künftigen Studien wäre es wünschenswert, zumindest eine Ein-
schätzung des aktuellen Wohlbefindens zu erfassen, wenngleich dieses
erneut subjektiv ist. Anstelle von Vorstellungen des gelingenden Lebens
könnte mittels des originalen PERMA-Profilers die aktuelle subjektive
Lebenszufriedenheit mit den jeweiligen Selbstoptimierungsnarrativen
und -praktiken untersucht werden.

207Es wird hier angenommen, dass die Resultate je nach Level der Reflek-
tiertheit unterschiedlich eingeordnet werden können.
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absichtigt, um die spontanen Reaktionen und Verständnisse
der Studierenden einzufangen und durch eine Definition des
Begriffes vor den Selbstoptimierungsfragen im Fragebogen
ausgeglichen. Für die Interviews gab es keine spezifische
Verständnisfrage zum Begriff an sich Arbeiten und neben
dem Kodierleitfaden kein Auswertungsverfahren der Ver-
ständnisse. Obwohl in den Pretests das Verständnis von an
sich Arbeiten konkret erfragt wurde und dies dem gewün-
schten Verständnis entsprach, besteht eine Limitation der
Arbeit darin, dass Studierende unter dem Begriff an sich
Arbeiten unterschiedliche Situation verstehen208. Aufgrund
der bedeutenden Rolle des ‘an sich Arbeitens’ Begriffs für
diese Arbeit wurden die unterschiedlichen Auffassungen des
Begriffs unter 4.2 in den Resultaten erfasst.

6.2. Interview-spezifische Limitationen
Die Interviewerin dieser Arbeit schulte sich durch die

Pretests für die Interviews. Aufgrund der fehlenden pro-
fessionellen Ausbildung ist zumindest fraglich, ob die Inter-
viewerin immer in der Lage war, genügend tief nachzufra-
gen, wenn es aufgrund von unzureichender Beantwortung
der Fragen notwendig gewesen war. Zum Zeitpunkt der In-
terviews war die Interviewerin zudem 23 Jahre alt und hatte
damit selbst limitierte Erfahrung hinsichtlich eigener trans-
formativer Reisen. Dies machte es zusätzlich anspruchsvoll
in Echtzeit mit den richtigen Nachfragen aufzukommen.

Der begrenzte transformative Erfahrungsschatz der Inter-
viewerin und die nicht kommunizierbare Natur transforma-
tiver Erfahrungen machten es zudem zur Herausforderung,
transformative Erfahrungen anderer einzuordnen. In Form
von im Kodierfaden definierten Indikatorenkodes wurden
bestmögliche Voraussetzungen für eine objektive Auswer-
tung geschaffen. Da die Einteilung in die Heldenreisenkat-
egorien nicht immer eindeutig erschien, wurde zu jeder
Einteilung zur Nachvollziehbarkeit eine Begründung ge-
schrieben.209

Darüber hinaus, war es nicht ideal, dass die Interview-
erin die Interviews und die Auswertung selbst vornimmt, da
sie aufgrund der kleinen Anzahl Befragten und dem gerin-
gen zeitlichen Abstand zwischen Interviewdurchführung und
-auswertung oftmals die Aussagen den Personen noch zuord-
nen konnte. Trotz der vorgenommenen Anonymisierung ist
es möglich, dass somit implizite ‘biases’ der Befragerin210

in die Auswertung haben einfliessen können. Mit der ge-
treuen Verwendung des erstellten Kodierleitfadens konnten
diese hoffentlich weitestgehend minimiert werden.

Eine weitere Limitation der Interviewergebnisse besteht
darin, dass die Aussagen nicht mit den Befragten nachbe-

208Es sei erneut darauf hingewiesen, dass auf Begriffen wie der Selbstop-
timierung weitaus stärkere Bewertungen lasten und der Begriff an sich
Arbeiten somit die geringstmögliche Problematik mit sich brachte.

209Die Begründungen können unter folgendem Link eingesehen werden.
210Aufgrund des begrenzten Rahmens dieser Arbeit kann nicht auf alle

potenziellen ‘biases’ der Interviewerin eingegangen werden. Für weiter-
führende Literatur sei hier insbesondere auf folgende zwei Studien ver-
wiesen: (Kvale, 1994; Salazar, 1990).

sprochen wurden, beziehungsweise diese aufgrund des Rah-
mens der Arbeit nicht die Möglichkeit erhielten die eigenen
Interviewtranskripte einzusehen und allfällige Missverständ-
nise aufzuklären oder Ergänzungen vorzunehmen211.

In den Interviews wurden zudem gesellschaftlich heikle
und sehr persönliche Fragen gestellt. ”Der menschliche
Drang zur Selbstachtung und Selbstdarstellung kann ausser-
dem zu übertreiben bzw. Untertreiben, Verdrängen, Auswe-
ichen, Lügen und zum Anpassen der Aussagen führen”
(“Response-Bias: Verzerrung von Ergebnissen durch Teil-
nehmer - Wirtschaftspsychologische Gesellschaft”, n.d.). Das
Bild des weniger intensiven an sich Arbeitens im Fragebogen
liesse sich auch dadurch begründen, dass die Befragten im
Fragebogen aufgrund der Anonymität nicht mit potenziellen
Erwartungen der Befragerin konfrontiert sind. Es wurde ein
möglichst sicherer und kooperativer Rahmen geschaffen, um
das Risiko Wunscherzählungen statt die Wirklichkeit von den
Studierenden zu hören, minimal klein zu halten.212

Es wurde insbesondere versucht, nicht erwartend zu er-
scheinen, da Personen zu Konfabulation tendieren, wenn sie
sich unter einem Antwortenzwang befinden. Bei Konfabula-
tion handelt es sich ”um eine Abwesenheit von Zweifel dort,
wo Zweifel angebracht wäre” (Kolmar, 2021, S. 80). Ob-
schon keine reine Konfabulation festgestellt werden konnte,
gab es möglicherweise Sequenzen, in denen die Studieren-
den mehr von ihren Wunschvorstellungen als der Realität
erzählt haben. Ein weiteres Risiko besteht darin, dass Per-
sonen dazu tendieren kongruente Geschichten erzählen zu
wollen. In den Interviews wurde vermehrt festgestellt, dass
die Studierenden sich eine kongruente Geschichte213 ausle-
gen. Da im Fragebogen keine persönliche Konfrontation mit
der Interviewerin stattfindet, konnten mittels dessen allfäl-
lige Verzerrungen ausgeglichen werden.214

Da die Interviewerin weiblich ist, kann zudem mit einem
‘gender bias’215 gerechnet werden: Es ist möglich, dass
Frauen offener zu einer Frau sprechen als zu einem Mann.
Zudem besteht die Möglichkeit, dass Männer weniger au-
thentisch mit der Interviewerin gesprochen haben, als sie
dies gegenüber einem Interviewer getan hätten.

211Dies könnte in weiterführenden Studien verbessert werden.
212Es wird davon ausgegangen, dass die geringere Intensität des an sich

Arbeitens auch durch die im Fragebogen enthaltene Definition des an sich
Arbeitens, die Verwendung einer Intensitätsskala sowie möglicherweise
unpassende Tätigkeitsbeispiele zustande kam.

213Dies zum Beispiel in dem die Studierenden am Ende des Interviews einen
Bogen zur Antwort der ‘Warm-up’-Frage machen und damit das Interview
abschliessen.

214In diesem Kapitel wurden die für am bedeutendsten gehaltenen
Fehlerquellen dieses Interviews beschrieben. Eine Übersicht von
möglichen weiteren Fehlerquellen in Interviews und weiterführende Lit-
eratur hierzu kann dem Buch von Diekmann (2007) auf den Seiten 446-
471 entnommen werden.

215Weitere Verzerrungen können aufgrund von anderen sozio-ökonomische
Faktoren, die bei der befragten und befragenden Person entweder ähn-
lich oder unterschiedlich sind, entstehen. Aufgrund des begrenzten Rah-
mens dieser Arbeit wird darauf nicht weiter eingegangen. Insbesondere
zu ‘gender biases’ sei auf die Studie von verwiesen Williams and Heikes
(1993) verwiesen.

https://drive.switch.ch/index.php/s/rKyLtHULOkhr8l0
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6.3. Fragebogen-spezifische Limitationen
In der Methodik wurde bereits beschrieben, weshalb ein

Mittelwert im Fragebogendesign hinzugefügt wurde. Dass
die Befragten etwas mehr zur Mitte tendieren, ist eine natür-
liche Folge davon, schränkt jedoch je nach dem die Aus-
sagekraft der Resultate ein. Es ist zudem plausibel, dass
durch die Wiederholung des Frageformats im Fragebogen ein
Trainingseffekt stattgefunden hat und die ersten Frageblöcke
von den Befragten möglicherweise langsamer und konzentri-
erter ausgefüllt wurden.

Das Risiko, dass die Studierenden neben dem Ausfüllen
des Fragebogens durch Nachrichten oder andere Aktiv-
itäten abgelenkt werden und entsprechend unkonzentriert
den Fragebogen ausfüllen, konnte durch die Anwesenheit
wahrscheinlich verringert, nicht aber ausgeschlossen wer-
den. Für künftige Studien empfiehlt es sich dennoch, eine
Frage zur Kontrolle der Aufmerksamkeit oder weitere Auss-
chliessbarkeitskriterien für den Fragebogen zu formulieren.

Abschliessend sei erwähnt, dass die Kombination der
komplexen und transdisziplinären Themen216 Selbstop-
timierung, transformative Heldenreisen und gelingendes
Leben für die Autorin eine Herausforderung darstellte. Ob-
wohl so eine Blindheit auf dem eigenen Gebiet weitgehendst
ausgeschlossen werden kann, haben sich höchstwahrschein-
lich weitere Verzerrungen ergeben, welche die Autorin auf-
grund ihrer begrenzten psychoanalytischen Kenntnisse nicht
einordnen kann. Dass sich die Befragerin zudem in ähn-
lichen Lebenssituationen wie die Befragten befindet, kann
einerseits zu weiteren ‘Biases’ geführt haben. Andererseits
ermöglichten die Gemeinsamkeiten ein persönliches und in-
times Format, auf welchem in weiteren Studien aufgebaut
werden kann.

Nach der Nennung der stärksten Limitationen dieser Ar-
beit sollen auf diese und weitere anhand von Verbesserungs-
vorschlägen eingegangen werden und die aus der Arbeit
hervorgehenden weiterführenden Forschungsansätze zusam-
mengefasst werden.

6.4. Verbesserungsvorschläge und weiterführende Studien
Ein übergeordnetes Ziel weiterführender Studien könnte

die Prüfung der nachfolgenden Thesen sein, die in dieser Ar-
beit aufgestellt wurden; dass Studierende der Wirtschaftswis-
senschaften oberflächliche Sinn- und Selbstkenntnis-Ver-
ständnisse haben und diese unter gewissen Umständen217 ihr
Glücksstreben und -erfahren beeinflusst. Von weiterem Inter-
esse wäre zudem, die vorhandenen Sinn- und Selbstkenntnis-
Verständnisse mit den in der Gesellschaft vorhandenen Er-
fahrungsmöglichkeiten zu analysieren. Der Fokus dieser Ar-
beit lag auf den Selbstoptimierungsverständnissen, weshalb

216In welchen die Autorin, aufgrund ihrer Wirtschafts-orientierten Ausbil-
dung, insbesondere hinsichtlich der zu verwendenden sozialpsychologis-
chen Methoden, kaum Vorkenntnisse besass.

217In dieser Arbeit wurde festgestellt, dass Lebensprojekte wie die Selbstop-
timierung und andere äussere Heldenreisen, unter anderem glücksver-
sprechend wirken. Das Forschungsdesign künftiger Studien könnte den
Fokus auf der Selbstoptimierung behalten. Es wäre ebenso spannend,
das Forschungsdesign mit Fokus auf die Sinn- und Selbstkenntnisnarra-
tive anzupassen.

weiterführende Studien sich sowohl der tiefgründigeren Un-
tersuchung derer sowie deren Konsequenzen widmen kön-
nen. Basierend auf den Thesen, dass unsere Kultur zu wenig
Angebote (Lacan, 1977, 1992; C. Taylor, 2007) für Helden-
reisen und das Erfahren von Sinn liefert, wäre es wichtig in
Erfahrung zu bringen, ob dies die Studierenden zunehmend
frustriert und sie nach Wegen suchen, diese Spannungen zu
entladen218.

Eine Wiederholung der Studie mit einer erhöhten Anzahl
befragter Personen könnte die Aussagekraft der Resultate
stärken - vorausgesetzt diese wären vergleichbar. Darüber
hinaus könnte mit mehr Teilnehmenden in zusätzliche Rich-
tungen explorativ geforscht werden. Konkret wäre es in weit-
erführenden Studien denkbar, potenzielle Unterschiede hin-
sichtlich der Selbstoptimierung entsprechend verschiedenen
Ländern219, sozialen Klassen, dem Glauben, dem Geschlecht
sowie der Ausbildung220 zu untersuchen. Nachtwey (2016)
stellte beispielsweise fest, dass sich Personen aus der mit-
tleren sozialen Klasse am stärksten selbstoptimieren, da sich
diese um ihren sozialen Abstieg fürchten.

Der Einbezug des aktuellen Wohlbefindens221 ins bish-
erige Forschungsdesign könnte eine weitere erkenntnisbrin-
gende Studie hervorbringen. Inwiefern Personen auf inneren
oder äusseren Heldenreisen aktuell zufriedener sind, wäre
eine mögliche Forschungsfrage. Zumindest dem Fragebo-
gen könnten Fragen zur subjektiven Lebenszufriedenheit
hinzugefügt und potenzielle Zusammenhänge untersucht
werden.

Allgemein konnte auf Grund des begrenzten Rahmens
dieser Bachelorarbeit nicht das ganze Potential aus den
gesammelten Daten geholt werden. Es wurde vielfach mit
Mittelwerten gearbeitet. Es besteht weiterhin viel Potential
in der Untersuchung individueller Interviewaussagen in der
Kombination mit den im Fragebogen gewählten Antworten.
Insbesondere mit anderen Methoden222 könnten weitere
quantitative Zusammenhänge basierend auf den Fragebo-
gendaten erforscht werden.

Die Selbstoptimierungstätigkeiten wurden in dieser Bach-
elorarbeit anhand ihrer Durchführungsintensität erfragt.
Eine andere Möglichkeit die Intensität zu messen wäre der
persönliche Konsum, der in der Arbeit kaum zur Sprache
kam. Weitere Studien zur Selbstoptimierung anhand des
Konsums sind insofern von Interesse, als der Konsum der
Befragten absolut besser verglichen werden kann. Zudem

218Was Taylor als sogenannten Nova-Effekt beschreibt.
219Hier wäre es besonders interessant Vergleiche zwischen einem stark säku-

lareren und weniger säkularen Land zu ziehen.
220Einerseits könnten verschiedene Berufs- und Ausbildungswege sowie an-

dererseits verschiedene Universitäten in den Fokus genommen werden.
221Dies einerseits, weil sich die Selbstoptimierungspraktiken und -narrative

bereits auf das aktuelle Wohlbefinden auswirken können und anderer-
seits die psychische Gesundheit junger Personen und Studierender ins-
besondere zunehmend schlechtere Werte verzeichnet. (Barrense-Dias et
al., 2021; Bundesamt für Statistik, 2018, S. 12)

222Hier sind insbesondere quantitative Methoden gemeint, die Aussagen zur
statistischen Relevanz ermöglichen. Ein Beispiel stellen Regressionsanal-
ysen dar. Eventuell müsste dafür das Forschungsdesign leicht angepasst
werden und/oder mehr Personen befragt werden.
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könnten Glücksversprechen spezifischer durch Konsum un-
tersucht werden.

Wie bereits in anderen Kapiteln der Diskussion angetönt,
könnten weitere Studien zu vorherrschenden inneren und
äusseren Heldenreisen der heutigen Studierenden sowie zum
gesellschaftlichen Umgang mit Heldenreisen wichtige Erken-
ntnisse liefern. Es wäre erstens wissenswert, welche Mo-
mente für junge Erwachsene Krisenmomente darstellen, von
welchen eine innere Heldenreise gestartet werden könnte,
sowie welche äusseren Heldenreisen in diesem Alter ange-
treten werden können. Das Zugrundegehen der ersten ro-
mantischen Beziehung, Nichtbestehen universitärer Prüfun-
gen, ein Studienabbruch oder -wechsel sowie der Auszug von
zu Hause könnten als solche geprüft werden.

Weiterführende theoretische Arbeiten könnten die Ergeb-
nisse dieser Arbeit in einem grösseren normativen Rahmen
wie dem Buddhismus oder der Tugendethik einordnen sowie
konkrete Vorschläge zur Verwendung der Begriffe Helden-
reise, Glück und Sinn liefern.

7. Fazit

Die Säkularisierung der (westlichen) Welt und die not-
wendige Anpassung der Individuen an die darin vorherrschen-
den gesellschaftlichen Konventionen führen laut (Kolmar,
2021; Lacan, 1977; C. Taylor, 2007) dazu, dass den Men-
schen im Kern ihrer Existenz etwas fehlt. Das Gefühl der
Leere entspringt der unzureichenden Bedürfnisbefriedigung
nach Zugehörigkeit, Bedeutung und Sinn. Während der epis-
temische Rahmen ungenügende Angebote zur Befriedigung
jener Bedürfnisse liefert, wird durch unzählige Ratgeber,
Aufforderungen und die Multioptionalität suggeriert, dass
das Glück erreichbar ist, ja sogar von jedem Individuum
persönlich erreicht werden muss. Transformative Entwick-
lungsgeschichten wie die Heldenreise nach Campbell (1953)
sind in der Lage jene Bedürfnisse nach Transzendenz, Zuge-
hörigkeit und Tiefe zu befriedigen, sind aber in der pos-
theroischen Ordnung problematisch geworden.

Im proklamierten Zeitalter der Selbstoptimierung besteht
indessen die Gefahr, dass Selbstoptimierung als glücksver-
sprechende Entwicklungsgeschichte (miss)verstanden wird.
Ziel dieser Arbeit war es, die Forschungslücke, die hin-
sichtlich der Verständnisse von Selbstoptimierung als En-
twicklungsgeschichte und Glücksversprechen besteht, mit
einer ersten explorativen, empirischen Umfrage zu schliessen
zu beginnen. Diese Arbeit bezog sich zudem auf Studierende,
da diese in Studien zur mentalen Gesundheit verglichen
mit Gleichaltrigen sowie anderen Generationen schlechter
abschnitten. Folgende Forschungsfrage stand zur Beant-
wortung: Inwiefern konkurrieren Selbstoptimierungsnarra-
tive und -praktiken von Studierenden der Wirtschaftswis-
senschaften mit Heldenreisen, die dem gelingenden Leben
zuträglich sind?

In einem ersten Schritt wurden dazu die Konzepte
und fundamentalen Unterschiede zwischen der Selbstop-
timierung als Beispiel für äussere Heldenreisen und der in-
neren Heldenreisen auf Basis einer Literaturrecherche erar-

beitet. In einem nächsten erlaubte es die Methodenkombi-
nation von vorstandardisierten Interviews und einem Frage-
bogen, das Gesellschaftsbild der Studierenden, ihre Selb-
stoptimierungspraktiken und -motive, Vorstellungen eines
gelingenden Lebens sowie deren Zusammenhänge qualitativ
und quantitativ zu erfassen.

Aus den Antworten wird deutlich, dass die Befragten
die Gesellschaft säkular und postheroisch wahrnehmen. Die
Befragten bewerten zudem das Leistungserwarten höher
als beispielsweise die Entwicklungsmöglichkeiten in der
Gesellschaft. Fast alle der Befragten erwarten von sich, ein
Leben lang an sich zu arbeiten. In Duttweiler’s Worten wird
das ”Leben als unendliche Baustelle gesehen”, auf welcher
”ständige Ausbesserung in diversen Bereichen” gemacht wer-
den können (Duttweiler, 2016, S. 47). Die Teilnehmer und
Teilnehmerinnen dieser Studie optimieren sich insbesondere
hinsichtlich ihres beruflichen Werdegangs, ihrer Gesundheit
sowie sozialen Beziehungen. Dem eigenen Leben Sinn zu
geben, kurzfristiges Wohlbefinden, das Erreichen des per-
sönlichen Lebensziels, sich kennenlernen sowie allen voran
langfristiges Glück und soziale Anerkennung sind die genan-
nten Gründe für die Arbeit an sich selbst.

Was sie unter ‘Sinn’ und ‘sich kennenlernen’ verstehen,
wurde von den Interviewten selten ausgeführt und falls
schon, dann auf eine oberflächliche Weise. Die endlose
Arbeit an sich selbst, die Gründung einer Familie, oder einer
erfüllende Tätigkeit - idealerweise mit positivem Einfluss auf
die Welt - nachzugehen, wurden als sinnvoll beschrieben.
‘Sich kennenlernen’ bekam vielfach den ‘mit sich im Reinen
sein’-Stempel, was so viel bedeutete wie am Ende des Lebens
nichts zu bereuen. Die wenigsten Befragten stellen sich
in Form von inneren Heldenreisen ihren eigenen Dämonen
und erlangen entsprechend tiefe Kenntnis über sich selbst,
die Welt, und sich selbst als deren Teil. Äussere Helden-
reisen werden, möglicherweise basierend auf den oberfläch-
lichen Sinn- und Selbstkenntnis-Verständnissen, als Weg zum
Glück wahrgenommen und verunmöglichen durch diesen
Fehlglauben potenziell innere Heldenreisen.

Obschon diese Arbeit die Forschungsfrage somit überein-
stimmend mit der bestehenden Literatur, die besagt, dass
gefährliche Glücksversprechen in der Selbstoptimierung
proklamiert werden und dies zur Überforderung und Er-
schöpfung der Individuen führen kann, beantwortet, ist
weitere Forschung zur statistischen Legitimation der Resul-
tate dieser Arbeit mit einer höheren Anzahl Teilnehmenden
benötigt. Die Ergebnisse dieser ersten interdisziplinären
Arbeit zu den Verständnissen von Selbstoptimierung, Vorstel-
lungen erfüllter Leben und deren Zusammenspiel mit Helden-
reisen liefern zudem Ansatzpunkte für weitere Studien
zu den Verständnissen von Sinn und Selbstkenntnis sowie
Zusammenhänge zwischen Selbstoptimierung und mentaler
Gesundheit.

Weitere Forschung und die Beobachtung des Diskurses
rund um Heldenreisen sind von zentraler Bedeutung, da
transformative Heldenreisen zentrale Pfeiler für das Woh-
lergehen und die psychische Gesundheit einer Gesellschaft
sind (Kolmar, 2021, S.95).
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